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QCD
Lattice QCD 
Effective Field Theory

Few body techniques 
No core shell model 
and many others…

Nuclear force Light nuclei ~A≒10-20

Medium mass nuclei~A≒20-100 shell model with core 
via the effective interaction 
derived from nuclear force
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Purpose and scope of this lecture

Understand effective interaction of nuclei 

Theory of “renormalization” of nuclear force 

Folded diagram method 

Current status of this line of research
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History of shell model calculation and 
effective interaction 

Various effective interactions for shell model 

What is effective interaction? 

Toy model 

Formal theories of effective interaction 

KK method
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Day2

Review of time-dependent perturbation theory 

Interaction picture 

Dyson equation 

Folded diagram method 

Factorization 

Implementation
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Day3

Extended Kuo-Krenciglowa method 

Recent application of MBPT 

Island of inversion 

Comparison to latest experiments 

Open problems
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effective  
nucleon-nucleon 

interaction

two-body interaction in 
nuclear medium 
“renormalized” NN 
interaction 
designed for chosen 
degrees of freedom 
determined by shell model 
fitting or microscopic theory 
effective Non-central nature
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Nuclear force in medium

Derivation of Veff and its applicationNaofumi Tsunoda (CNS UT) /39

realistic 
nucleon-nucleon 

interaction

two-body interaction 
in vacuum 

“bare” NN interaction 

determined by 
scattering experiment 

Non-central nature 

Not applicable to 
nuclear many-body 
problem directly



History of shell model and nuclear experiment
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birth of shell model

independent 
particle shell model

Discovery of nucleus

Invention of Cyclotron
Yukawa theory

single f7/2 shell interacting shell 
model

RI beam facilites

KK method
Kuo-Brown

full sd-shell

full pf-shell

mass mesurement 
magnetic moment 

……

excitation states 
spin-parity assignment 

……

sdp3f7-shell
large scale shell model calculation

neutron halo 
neutron/proton 

drip-line 
nucleosynthesis 

shell modelnumerical capability experiment
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Shell evolution
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Single particle energies of neutron

Shell structure is changed drastically with the proton number 
→ key ingredient is effective nucleon-nucleon interaction
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Nuclear chart
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No core shell model

Shell model with core



Early stage of effective interaction to nuclei
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G-matrix from Hamada-Jonston int. 
2hw excitation 
3p1h diagram included

OI-lp SHELL NUCLEI 245  

cases. One reason is that the odd-parity core excitations, such as the 3-  vibration, 
can be highly collective, and hence the perturbation treatment is not adequate. A 
more careful calculation should allow the valence nucleons to exchange the core 
excitation phonons which include the bubble diagrams to all orders. It is to be noted 
that in our calculation of G3p~h, we have included all lhco and 2hco p-h excitations 
but ignored 3hco p-h excitations. In appendix 3, we tabulate all the positive-parity 
matrix elements of G and G3p~h for the Of; to 0g_~_ orbits. 

0f7/2 0f7/2 099/2 0g9/2 

ofT/2 ofT/2 of 7/2 0f7/2 

( i )  (2) 
Fig. 2. Illustration of "bubble" renormalization processes. 
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Fig. 3. Energy levels of 42Ca and 42Sc calculated with G and G3plb. The experimental level schemes are 
from refs. x3,14). 

A first test of these matrix elements is to see whether they could give a satisfactory 
prediction of the low-lying states of 42Ca and 42Sc. Such a calculation was performed. 
As shown in fig. 3, the spectra of these two nuclei are calculated first with G alone 
and then with G + G3plh, and we see that the effect of including G3plh is very important 
in lowering the T = 1, J = 0 + state. This is similar to the result observed in the 
0d-ls shell 2). The eigenvalues and wave functions of these states are given in table 2. 
Our results show clearly that these low-lying states of 42Ca and 42Sc contain signi- 

[1] T. T. S. Kuo and G. E. Brown, Nucl. Phys. A 114, 241 (1968).
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[1] H. M. Sommermann, et al., Physical Review C 23, 1765 (1981).
CONTRIBUTIONS FROM HIGH-MOMENTUM INTERMEDIATE. . .
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FIG. 6. Spectrum of 0 (T = 1). This spectrum was
calculated with the inclusion of the folded diagrams as
well as the contribution from G~3»with high momentum3p1h
intermediate particle states.

Spectrum of F (I' = G). See explanation of
Fig. 6.

state had to be invoked to explain the discrepancy
between experiment and perturbation theory. As
we can see in Fig. 7, however, this lowest 1' level
received, compared with RSC, a large downward
shift of about 1.0 MeV when we employed the
MDFP&2 potential. This surprisingly larger at-
tractiveness of the Bonn-tulich potential in the
T= 0 channel, as compared with the Reid soft-core
interaction, can be explained as follows. Both
N-N interactions exhibit practically the same be-
havior in free space. When acting in a nuclear me-
dium their tensor components like ('S, iVi'D, )
(Q/e) ('D, i Vi'S,), which are dominant for T=O,
are reduced due to the presence of the Pauli ex-
clusion operator. The Bonn-tulich potential,
howevex, contains a much smaller tensor force
to begin with and consequently loses less of its
strength. This results in a more attractive nu-

clear reaction matrix. For both "0 and "Fthe
meson exchange Bonn-Julich potential leads to
theoretical spectra which are in better agreement
with experiment than the phenomenological Reid
soft-core interaction.
In summary, we have shown that for a modern

meson exchange interaction of the Bonn-Julich
group (MDFP&2) the Vary-Saner-Wong effect is
of negligible importance. This has the important
consequence that core polarization processes can
be calculated in a good approximation by using
21~ particle-hole excitations alone. This opens
up the possibility of calculating in a reliable and
expedient way higher order processes. Employing
the folded diagram theory convergence for the ef-
fective interaction expansion in terms of the order
of folding can be obtained if an appropriate single
particle spectrum is used. While the Bonn-tulich
potential provides almost sufficient attraction for

G-matrix from 
Hamada-Jonston int. 
22 hw excitation 
3p1h diagram included 
with folded diagrams



G-matrix + MBPT + fit
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206 BROWN ET AL. 
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FIG. 4. (A) Matrix elements for the central component. In the top panel the 66-parameter model- 
independent TBME (squares) are compared to the WNOALS TBME (solid line) obtained in the 
48-parameter fit when the antisymmetric spin-orbit component is constrained to be zero. In the bottom 
panel the WNOALS TBME are compared to the renormahzed G-matrix elements of Kuo (circles). Also, 
in the upper panel the TBME obtained with the OPEP potential are shown (crosses). In this and other 
figures, the labels corresponding to the matrix element numbers along the I-axis are the quantum 
numbers l,l,l,.l, U’ Ss’ Tin the LS-coupled matrix element (/,I* LS JT 1 VJ lc/d L’s’ JT). (B) Matrix 
elements for the tensor component. The same interactions as those in (A) are compared and the conven- 
tions are the same. (C) Matrix elements for the spin-orbit component. The same interactions as those 
in (A) are compared and the conventions are the same. (D) Matrix elements for the antisymmetric 
spin-orbit component. The same interactions as those in (A) are compared and the conventions are the 
same. 

[1] B. A. Brown et al., Annals of Physics 182, 191 (1988).

Famous USD interaction 
Kuo-Brown interaction is 
modified (called 
renormalized G-matrix)



MBPT for single major shell
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Ad. Hjorth-Jensen et al./Physics Reports 261 (1995) 125-270 
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Fig. 41. The low-lying spectra for “0 with the Bonn B potential. 
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Fig. 42. The low-lying spectra for “0 with the Bonn C potential. 

203 

interaction, stems from folded diagrams of third order in G, since the difference between Hii’ and 
O(3) + fold, is negligible. 

- For ‘*F, the contribution from folded diagrams of order higher than third order, is important, since 
we find a difference of approximately 1 MeV between Hii) and &c3) + fold. However, as was 
the case with “0, the difference between b (2) + fold and GC3) + fold is small, lending support 
to our conclusion that the contributions from folded diagrams which are important. The fact that 
high-order folded diagrams are more important in the T = 0 than in the T = 1 can simply be 
ascribed to the role of the tensor force. 

- In connection with the tensor force, we note that the potential with the weakest tensor force, 
introduces too much binding in the T = 0 channel. This has in turn consequences for the excited 
spectra as well, yielding a larger separation between the ground state and the excited states. Our 

G-matrix from Bonn A, B, C pot. 
many hw excitation 
2nd, 3rd order and folded diagrams

[1] M. Hjorth-Jensen et al. , Phys. Rep. 261, 125 (1995).



Multi-shell effective interactions
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[1] Y. Utsuno et al., Phys. Rev.C C60, 054315 (1999).

are not shown in Fig. 4, underestimates the S2n values of
30Ne and 32Mg by about 2 MeV. As stated in the previous
section, O isotopes with N!16 do not exist as bound nuclei.
For Ne isotopes, where only even-A isotopes are investi-
gated, our calculation predicts that the heaviest bound
nucleus is located at N"24 since the calculated S2n values of
34,36Ne are about #300 keV and $500 keV, respectively.
We would like to emphasize that we have thus succeeded in
reproducing the long jump of the drip line in going from Z
"8–10. We note that the experimental S2n for 30Ne has
been corrected !31" after completion of the present calcula-
tion, and that our prediction indeed shows a nice agreement
with the new experimental value.

B. Effective single-particle energy

In order to understand the long jump of the drip line be-
tween O and Ne isotopes, the effective #spherical$ SPE is of
great help. We assume the normal configuration: nucleons
are filled in the order of 0d5/2 , 1s1/2 , and 0d3/2 . The effec-
tive SPE of one orbit is defined as the one-neutron separation
energy of this orbit, where the energy is calculated with the
bare SPE’s and the monopole interaction whose effects are
evaluated by Eq. #1$. Figure 5 shows the effective neutron
SPE’s for N"20 isotones. For Z"8, the effective SPE’s of
0d3/2 , 0 f 7/2 , and 1p3/2 are positive and rather close, while
the gap between 1s1/2 and 0d3/2 is large. Since the deforma-
tion of O isotopes is very weak, the 0d3/2 , 0 f 7/2 , and 1p3/2
orbits hardly split in the sense of the Nilsson model and
remain unbound. Thus, as far as neutrons occupy mainly up
to the 1s1/2 orbit in O isotopes, the nucleus is expected to be
bound. Beyond this, no bound O isotopes are expected. The
influence of the large gap between 1s1/2 and 0d3/2 can be
seen in the level structure of 24O, i.e., this nucleus should be
quite spherical with the present interaction. As shown in Fig.
3, the 21

# level is, in fact, predicted to be at 5.5 MeV,
whereas it is at 4.2 MeV by the sd-shell model due to a
narrower gap between these two orbits.
As the proton number increases from Z"8, the effective

SPE’s go down as a whole. This is due to a strong attractive
T"0 monopole interaction. We notice also that the gap be-
tween the sd and p f shell becomes larger. This is because

the proton-neutron interaction is more attractive within the
same major shell compared to a proton and a neutron in
different shells, as studied with a schematic interaction in
Ref. !28". Since valence protons are in the sd shell, the shell
gap at N"20 widens with increasing proton number. For Ne
and Mg, the gap between 0d3/2 and 0 f 7/2 is still 3.2 and 4.2
MeV, respectively, while the gap ends up with 6.0 MeV for
40Ca: the N"20 closed shell becomes quite stable.
In the case of Ne, all of the #spherical$ sd orbits become

bound, but the 0 f 7/2 and 1p3/2 are still unbound in the sense
of the effective SPE. These orbits are included in bound
many-body states of Ne isotopes due to the coupling to the
sd-shell orbits. In fact, proton states of Ne isotopes favor
deformation, and the neutron shell gap at N"20 is still
small. The proton-neutron interaction couples these two fea-
tures. A strong deformation therefore occurs rather easily in
Ne isotopes around N"20, and additional binding energy is
gained. The neutron drip line is thus extended by %N"8 in
going from O to Ne isotopes.
The calculated drip lines of O and Ne appear to be the

same as those given by Caurier et al. !14", while a different
effective interaction and particle-hole truncations are taken
in !14".

C. Energy levels and B„E2… values
We show the levels in Fig. 6 and the B(E2) values in Fig.

7. The E2 matrix elements are calculated with the effective
charges ep"1.3e and en"0.5e , which are the same as those
adopted in the sd-shell model !20". It is pointed out that the
E2 effective charges should remain basically unchanged in
going from the sd-shell to the sd#p f shell calculations.

FIG. 5. Effective single-particle energies for N"20 isotopes as
a function of the proton number.

FIG. 6. Yrast levels of Ne #top$, Mg #center$, and Si #bottom$
isotopes. The filled #open$ triangles, diamonds are the experimental
#calculated$ 21

# and 41
# levels, respectively. The crosses mean

Ex(21
#) calculated by the sd-shell model.

VARYING SHELL GAP AND DEFORMATION IN N&20 . . . PHYSICAL REVIEW C 60 054315

054315-5

1. Ne isotopes

A recent experiment at GANIL shows that the 21
! levels

!Ex(21
!)" of 26Ne !32,33" and 28Ne !33" are at 2010"30 and

1320"30 keV, respectively. The Ex(21
!) of 26Ne is similar

to the result of the sd-shell model. The sd-shell model pre-
dicts that Ex(21

!) remains almost constant from N#16 to 20.
On the contrary, the experimental value of Ex(21

!) for 28Ne
drops considerably !33", implying that the N#20 closed-
shell structure is weakened already at N#18 for Ne. The
present calculation indeed reproduces this 21

! level. To un-
derstand the situation more transparently, we analyze the
PES of 28Ne in Fig. 2. One can see two local minima on the
prolate side, namely #30 and #70 fm2. The former state
corresponds to a $-unstable deformed state formed primarily
by sd-shell configurations, while the latter is dominated by
the 2p4h excitations from the N#20 core. Since these two
minima are nearly degenerate, a strong mixing can occur.
The result by the MCSM clearly shows this mixing: the neu-
tron occupation number in the p f shell is about one for the
ground state of 28Ne, whereas it is only $0.1 for 26Ne. The
occupation in the p f shell becomes larger as the spin in-
creases. This strong mixing is consistent with Fig. 5: the gap
between the 0d3/2 and the p f shell is only about 3 MeV for
Ne isotopes, producing the present mixed wave functions.
This narrow gap is not so relevant for N%16, where the
neutrons occupy mainly orbitals up to 1s1/2 or below.
For Ne with N&20, large prolate deformations are ob-

tained. We predict that the largest deformation occurs at N
#22. As shown in Fig. 8, a considerable intruder component
is involved in Ne isotopes for N&18.

2. Mg isotopes

Figure 6 shows that the experimental Ex(21
!) values of

28,30Mg are consistent with the sd-shell model. The MCSM
calculation confirms it. The neutron occupation number in
the p f shell is only about 0.1 for the 01

! of 28Mg. It increases
for 30Mg, but the normal configuration still dominates the
ground state as shown in Fig. 8. We have investigated the 02

!

state of 28Mg, since it is known experimentally. The ob-
served 02

! state lies at 3.9 MeV !34", while we have obtained
it at 4.0 MeV.
The Mg isotopes with N#20, 22, and 24 are strongly

prolate deformed. The intruder configuration dominates the
ground state for N#20 and 22 as well as 30,32,34Ne, while it
becomes less dominant for N#24. The Ex(21

!) and B(E2)
values of 32Mg are in agreement with the experimental re-
sults !2,3". Recently, a $ line at 1470 keV in 32Mg has been
observed by Azaiez et al. in coincidence with 885 keV (21

!

to 01
!), and its quadrupole nature is being studied !33". If

this $ line corresponds to the E2 transition from the 41
! to

21
! , Ex(41

!)/Ex(21
!) is 2.66. In the MCSM calculation, this

ratio turns out to be 2.55.

3. Si isotopes

For Si isotopes, the intruder configurations are not domi-
nant in the ground states. As a result, the B(E2) values from
the ground state are suppressed in comparison to the cases of
Ne and Mg. The Ex(21

!) and B(E2) values have been mea-
sured recently up to N#24 !35,36". They are in agreement
with our results except for the B(E2) of 32Si. The calculated
B(E2) value of 32Si is about twice larger than a recently
measured one !36", but is consistent with a previously mea-
sured one !37". The obtained deformation of 32Si is consis-
tent with the result by the sd-shell model, since our interac-
tion is based on the USD and the intruder component is
rather small.
We discuss the deformation of Si isotopes. In Fig. 5 we

find that the effective neutron gap between the 0d3/2 and

FIG. 7. B(E2;01
!→21

!) values of Ne 'top(, Mg 'center(, and Si
'bottom( isotopes. The filled 'open( triangles mean experimental
'calculated( values, while the crosses are those obtained by the
sd-shell model. For 32Si, previously measured quantities !37,38"
are also shown by circles.

FIG. 8. Average number of neutrons in the p f shell subtracted
by the corresponding number in the normal 'i.e., filling( configura-
tion. The triangles, diamonds, and circles stand for the values of Ne,
Mg, and Si isotopes, respectively. The solid line denotes the corre-
sponding value of Ne and Mg isotopes as predicted by the ‘‘island
of inversion’’ of !11".

UTSUNO, OTSUKA, MIZUSAKI, AND HONMA PHYSICAL REVIEW C 60 054315

054315-6

sdpf-m int. 
island of inversion 
N=20 gap 
sd+pf shell
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FIG. 11. (Color online) Excitation energies of the first 2+ states
in the silicon isotopes (see caption of Fig. 6).

fingerprint of the double magic nature of 34Si which we discuss
in more detail later, and, as in the neon and magnesium cases,
no trace of the N = 28 shell closure is seen, in agreement
with the findings of recent experiments at GANIL [12] and
RIKEN [13].

Some of these results were published in the proceedings
of Ref. [33] but were mistakenly attributed to the SDPF-U-SI
interaction; thus, we offer this erratum.

V. LANDING AT THE ISLAND OF INVERSION:
30Mg →32Mg AND 34Si →32Mg

There are two courses to land at the island of inversion by
the 32Mg shore: through the isotopic and the isotonic chains.
Both are of paramount importance for the understanding of
the rich variety of structural changes which take place in the
region. Adding two neutrons to 30Mg provokes the inversion
of the normal and intruder configurations which are shifted by
nearly 3 MeV in 32Mg. In the isotonic course the transition
is even more abrupt, as was recently shown in a GANIL
experiment [34]: by removing two protons from 34Si, the
intruder (deformed) state is shifted down by about 4 MeV
with respect to the spherical one to become the ground state
of 32Mg.

We compare the experimental data with the shell model
results in Fig. 12. The calculations include configurations with
up to six neutrons in the pf shell. 30Mg and 34Si have ground
states which are dominantly (>80%) 0p-0h and first excited
0+’s dominantly 2p-2h. They differ in the structure of the
lowest 2+ which is 0p-0h in 30Mg and 2p-2h in 34Si. More
details on this last nucleus can be found in Ref. [34], where a
close to final version of SDPF-U-MIX was utilized.

The structure of the 0+ states in 32Mg is extremely singular;
the ground state has 9% 0p-0h, 54% 2p-2h, 35% 4p-4h, and
1% 6p-6h; thus, it is a mixture of deformed and superdeformed
shapes. The excited 0+ state has 33% 0p-0h, 12% 2p-2h, 54%
4p-4h, and 1% 6p-6h, a surprising hybrid of spherical and
superdeformed shapes, whose direct mixing matrix element is
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FIG. 12. (Color online) Comparison between experiment and
theory for the most important low lying states in 30Mg, 32Mg, and
34Si.

strictly zero. One could fancy to name it the shape entangled
state.

The 2+ state has a structure similar to the ground state. As
shown in Fig. 7 its B(E2) agrees with the experimental result.
In addition, the calculated spectroscopic quadrupole moments
of the 2+ and 4+ states and the B(E2)’s in the yrast band are
compatible with a single intrinsic state with Q0 ≈ 65 e fm2.
The MCSM calculations of Ref. [8], which only include the
0f7/2 and 1p3/2 orbits of the pf shell, give results similar to
ours except for the excited 0+ state, which is too high by almost
2 MeV. Similarly, in 34−40Mg the calculated E2 properties are
compatible with Q0 ≈ 70 e fm2, which is another fingerprint
of the merging of the N = 20 and N = 28 islands of inversion
or deformation.

Since the early β-decay experiments at Isolde [35] it
is known that in 32Mg there are many states, mostly of
negative parity, above the 4+ state. They have been explored
more recently via the 32Na β decay [27,36] or in (p,p′)
experiments [37]. Reference [27] presents also the MCSM
predictions for the negative parity states fed in the β decay.
The experimental level at 2.551 MeV is most probably the
second 2+ state. MCSM puts it at 3 MeV, whereas we get
it at nearly the same energy as the 4+ state. According to
these references, the lowest experimental negative parity state
would appear at 2.858 MeV. The calculated negative parity
states are 1− at 3.0 MeV, 2− at 3.1 MeV, 3− at 3.4 MeV, 4− at
3.9 MeV, 0− at 4.0 MeV, and 5− at 4.2 MeV. They are mostly of
3p-3h nature. The lowest negative parity states in the MCSM
description are of 3p-3h nature as well, and start at 3.8 MeV
with four close packed states (2−, 1−, 2−, 3−) followed by a
doublet (4−, 5−) at about 4.5 MeV.

VI. MISCELLANEOUS RESULTS

A. 31Mg and 33Mg

The N = 19 and N = 21 isotonic chains are very complex,
because of the near degeneracy of configurations with different
particle-hole structure, as discussed in Sec. II. In 31Mg the

014302-6
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fingerprint of the double magic nature of 34Si which we discuss
in more detail later, and, as in the neon and magnesium cases,
no trace of the N = 28 shell closure is seen, in agreement
with the findings of recent experiments at GANIL [12] and
RIKEN [13].

Some of these results were published in the proceedings
of Ref. [33] but were mistakenly attributed to the SDPF-U-SI
interaction; thus, we offer this erratum.

V. LANDING AT THE ISLAND OF INVERSION:
30Mg →32Mg AND 34Si →32Mg

There are two courses to land at the island of inversion by
the 32Mg shore: through the isotopic and the isotonic chains.
Both are of paramount importance for the understanding of
the rich variety of structural changes which take place in the
region. Adding two neutrons to 30Mg provokes the inversion
of the normal and intruder configurations which are shifted by
nearly 3 MeV in 32Mg. In the isotonic course the transition
is even more abrupt, as was recently shown in a GANIL
experiment [34]: by removing two protons from 34Si, the
intruder (deformed) state is shifted down by about 4 MeV
with respect to the spherical one to become the ground state
of 32Mg.

We compare the experimental data with the shell model
results in Fig. 12. The calculations include configurations with
up to six neutrons in the pf shell. 30Mg and 34Si have ground
states which are dominantly (>80%) 0p-0h and first excited
0+’s dominantly 2p-2h. They differ in the structure of the
lowest 2+ which is 0p-0h in 30Mg and 2p-2h in 34Si. More
details on this last nucleus can be found in Ref. [34], where a
close to final version of SDPF-U-MIX was utilized.

The structure of the 0+ states in 32Mg is extremely singular;
the ground state has 9% 0p-0h, 54% 2p-2h, 35% 4p-4h, and
1% 6p-6h; thus, it is a mixture of deformed and superdeformed
shapes. The excited 0+ state has 33% 0p-0h, 12% 2p-2h, 54%
4p-4h, and 1% 6p-6h, a surprising hybrid of spherical and
superdeformed shapes, whose direct mixing matrix element is
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strictly zero. One could fancy to name it the shape entangled
state.

The 2+ state has a structure similar to the ground state. As
shown in Fig. 7 its B(E2) agrees with the experimental result.
In addition, the calculated spectroscopic quadrupole moments
of the 2+ and 4+ states and the B(E2)’s in the yrast band are
compatible with a single intrinsic state with Q0 ≈ 65 e fm2.
The MCSM calculations of Ref. [8], which only include the
0f7/2 and 1p3/2 orbits of the pf shell, give results similar to
ours except for the excited 0+ state, which is too high by almost
2 MeV. Similarly, in 34−40Mg the calculated E2 properties are
compatible with Q0 ≈ 70 e fm2, which is another fingerprint
of the merging of the N = 20 and N = 28 islands of inversion
or deformation.

Since the early β-decay experiments at Isolde [35] it
is known that in 32Mg there are many states, mostly of
negative parity, above the 4+ state. They have been explored
more recently via the 32Na β decay [27,36] or in (p,p′)
experiments [37]. Reference [27] presents also the MCSM
predictions for the negative parity states fed in the β decay.
The experimental level at 2.551 MeV is most probably the
second 2+ state. MCSM puts it at 3 MeV, whereas we get
it at nearly the same energy as the 4+ state. According to
these references, the lowest experimental negative parity state
would appear at 2.858 MeV. The calculated negative parity
states are 1− at 3.0 MeV, 2− at 3.1 MeV, 3− at 3.4 MeV, 4− at
3.9 MeV, 0− at 4.0 MeV, and 5− at 4.2 MeV. They are mostly of
3p-3h nature. The lowest negative parity states in the MCSM
description are of 3p-3h nature as well, and start at 3.8 MeV
with four close packed states (2−, 1−, 2−, 3−) followed by a
doublet (4−, 5−) at about 4.5 MeV.

VI. MISCELLANEOUS RESULTS

A. 31Mg and 33Mg

The N = 19 and N = 21 isotonic chains are very complex,
because of the near degeneracy of configurations with different
particle-hole structure, as discussed in Sec. II. In 31Mg the
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the rich variety of structural changes which take place in the
region. Adding two neutrons to 30Mg provokes the inversion
of the normal and intruder configurations which are shifted by
nearly 3 MeV in 32Mg. In the isotonic course the transition
is even more abrupt, as was recently shown in a GANIL
experiment [34]: by removing two protons from 34Si, the
intruder (deformed) state is shifted down by about 4 MeV
with respect to the spherical one to become the ground state
of 32Mg.

We compare the experimental data with the shell model
results in Fig. 12. The calculations include configurations with
up to six neutrons in the pf shell. 30Mg and 34Si have ground
states which are dominantly (>80%) 0p-0h and first excited
0+’s dominantly 2p-2h. They differ in the structure of the
lowest 2+ which is 0p-0h in 30Mg and 2p-2h in 34Si. More
details on this last nucleus can be found in Ref. [34], where a
close to final version of SDPF-U-MIX was utilized.

The structure of the 0+ states in 32Mg is extremely singular;
the ground state has 9% 0p-0h, 54% 2p-2h, 35% 4p-4h, and
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or deformation.
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is known that in 32Mg there are many states, mostly of
negative parity, above the 4+ state. They have been explored
more recently via the 32Na β decay [27,36] or in (p,p′)
experiments [37]. Reference [27] presents also the MCSM
predictions for the negative parity states fed in the β decay.
The experimental level at 2.551 MeV is most probably the
second 2+ state. MCSM puts it at 3 MeV, whereas we get
it at nearly the same energy as the 4+ state. According to
these references, the lowest experimental negative parity state
would appear at 2.858 MeV. The calculated negative parity
states are 1− at 3.0 MeV, 2− at 3.1 MeV, 3− at 3.4 MeV, 4− at
3.9 MeV, 0− at 4.0 MeV, and 5− at 4.2 MeV. They are mostly of
3p-3h nature. The lowest negative parity states in the MCSM
description are of 3p-3h nature as well, and start at 3.8 MeV
with four close packed states (2−, 1−, 2−, 3−) followed by a
doublet (4−, 5−) at about 4.5 MeV.
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fingerprint of the double magic nature of 34Si which we discuss
in more detail later, and, as in the neon and magnesium cases,
no trace of the N = 28 shell closure is seen, in agreement
with the findings of recent experiments at GANIL [12] and
RIKEN [13].

Some of these results were published in the proceedings
of Ref. [33] but were mistakenly attributed to the SDPF-U-SI
interaction; thus, we offer this erratum.
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There are two courses to land at the island of inversion by
the 32Mg shore: through the isotopic and the isotonic chains.
Both are of paramount importance for the understanding of
the rich variety of structural changes which take place in the
region. Adding two neutrons to 30Mg provokes the inversion
of the normal and intruder configurations which are shifted by
nearly 3 MeV in 32Mg. In the isotonic course the transition
is even more abrupt, as was recently shown in a GANIL
experiment [34]: by removing two protons from 34Si, the
intruder (deformed) state is shifted down by about 4 MeV
with respect to the spherical one to become the ground state
of 32Mg.

We compare the experimental data with the shell model
results in Fig. 12. The calculations include configurations with
up to six neutrons in the pf shell. 30Mg and 34Si have ground
states which are dominantly (>80%) 0p-0h and first excited
0+’s dominantly 2p-2h. They differ in the structure of the
lowest 2+ which is 0p-0h in 30Mg and 2p-2h in 34Si. More
details on this last nucleus can be found in Ref. [34], where a
close to final version of SDPF-U-MIX was utilized.

The structure of the 0+ states in 32Mg is extremely singular;
the ground state has 9% 0p-0h, 54% 2p-2h, 35% 4p-4h, and
1% 6p-6h; thus, it is a mixture of deformed and superdeformed
shapes. The excited 0+ state has 33% 0p-0h, 12% 2p-2h, 54%
4p-4h, and 1% 6p-6h, a surprising hybrid of spherical and
superdeformed shapes, whose direct mixing matrix element is
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The 2+ state has a structure similar to the ground state. As
shown in Fig. 7 its B(E2) agrees with the experimental result.
In addition, the calculated spectroscopic quadrupole moments
of the 2+ and 4+ states and the B(E2)’s in the yrast band are
compatible with a single intrinsic state with Q0 ≈ 65 e fm2.
The MCSM calculations of Ref. [8], which only include the
0f7/2 and 1p3/2 orbits of the pf shell, give results similar to
ours except for the excited 0+ state, which is too high by almost
2 MeV. Similarly, in 34−40Mg the calculated E2 properties are
compatible with Q0 ≈ 70 e fm2, which is another fingerprint
of the merging of the N = 20 and N = 28 islands of inversion
or deformation.

Since the early β-decay experiments at Isolde [35] it
is known that in 32Mg there are many states, mostly of
negative parity, above the 4+ state. They have been explored
more recently via the 32Na β decay [27,36] or in (p,p′)
experiments [37]. Reference [27] presents also the MCSM
predictions for the negative parity states fed in the β decay.
The experimental level at 2.551 MeV is most probably the
second 2+ state. MCSM puts it at 3 MeV, whereas we get
it at nearly the same energy as the 4+ state. According to
these references, the lowest experimental negative parity state
would appear at 2.858 MeV. The calculated negative parity
states are 1− at 3.0 MeV, 2− at 3.1 MeV, 3− at 3.4 MeV, 4− at
3.9 MeV, 0− at 4.0 MeV, and 5− at 4.2 MeV. They are mostly of
3p-3h nature. The lowest negative parity states in the MCSM
description are of 3p-3h nature as well, and start at 3.8 MeV
with four close packed states (2−, 1−, 2−, 3−) followed by a
doublet (4−, 5−) at about 4.5 MeV.

VI. MISCELLANEOUS RESULTS

A. 31Mg and 33Mg

The N = 19 and N = 21 isotonic chains are very complex,
because of the near degeneracy of configurations with different
particle-hole structure, as discussed in Sec. II. In 31Mg the
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3

FIG. 3. (Color online) Potential energy surfaces (PES) of Ni isotopes, coordinated by usual Q0 and Q2 (or γ). The energy
relative to the minimum is shown by contour plots. Circles on the PES represent shapes of MCSM basis vectors (see the text).

pairing components, mixes different Slater determinants.
Those Slater determinants should have similar shapes so
that the mixing between them can occur. We also see
notable spreading of the distribution of circles from the
spherical point. This implies the extent of the shape
fluctuation. The 0+2 state in Fig. 3(b) shows similar
spreading but the locations are shifted to the moderately
oblate region (β2 ∼ −0.2). Although there is no clear
potential barrier between the spherical and oblate regions
of the PES, the antisymmetrization pushes the 0+2 state
away from the 0+1 state. Figure 3(c) exhibits many circles
in a profound prolate minimum with Q0 ∼200 fm2 (β2 ∼
0.4). We emphasize that we can analyze, in this way, the
intrinsic shape even for 0+ states without referring to E2
properties.

Figures 3(d,e) show the same plots for the 2+1,2 states.

The 2+1 state exhibits a pattern almost identical to that
of the 0+2 state, which suggests the formation of the
modestly-oblate band. Such striking similarity is found
also between the 0+3 and 2+2 states with a strong-prolate-
band assignment. The band structure can be further ver-
ified by E2 matrix elements, and is presented in Fig. 2
including 4+ and 6+ members. We note that the 0+3 and
2+2 states of 68Ni were reported to be strongly deformed
with β2 ∼ 0.4 in shell-model calculations in [32].

Figures 4(a,b) show occupation numbers of proton and
neutron orbits, respectively, for the 0+1,2,3 states of 68Ni.

One sees drastic changes between the 0+1 and 0+3 states

for proton f7/2 and neutron g9/2, while some other or-
bits show also sizable changes. Such changes are due to
particle-hole excitations: mainly proton excitations from
f7/2 to f5/2 and p3/2,1/2, and neutron excitations from
f5/2 and p1/2 to g9/2. Once such excitations occur, the
state can be deformed towards an ellipsoidal shape and
large deformation energy is gained predominantly from
the proton-neutron quadrupole interaction. The config-
uration structure of the 0+3 state seems to be beyond
the applicability of truncated shell model calculations
[35, 36].

We next discuss effective single-particle energy
(ESPE), obtained from the monopole component, Hm,
of the Hamiltonian (see for instance [4] for more details).
Hm is written in terms of the number operator, nj , of
each orbit j (proton or neutron is omitted). The ESPE is
calculated usually for configurations that are being filled,
but we evaluate it for mixed configurations by a func-
tional derivative, ϵj= ⟨∂Hm

∂nj
⟩ with the expectation val-

ues of nj’s for eigenstates being considered [? ]. These
ϵj’s are still spherical ESPEs, but are obtained with ⟨nj⟩
of deformed states. From the viewpoint of the Nilsson
model, ϵj ’s correspond to Nilsson levels at the spheri-
cal limit, but the difference from the Nilsson model is
that the ϵj’s vary as the deformation changes, due to the
orbit-dependence of the monopole component of nuclear
forces. For protons, the ESPE of f7/2 is increased by
∼2 MeV in going from 0+1 to 0+3 states, while ESPE of

[1] Y. Tsunoda et al., Phys. Rev. C 89, 031301 (2014).
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FIG. 1. (Color online) (a) 2+1,2 levels, (b) 0
+ levels of Zr isotopes

as a function of N. Symbols are present theoretical results with
the shape classification as shown in the legends (see the text for
details). Solid lines denote experimental data [6–16]. Dashed
lines connect relevant results to guide the eye. The ratio between
the 4+1 and 2

+
1 levels is shown in the insert of (a) in comparison

to experiment. The lowest four 0+ levels are shown for 100Zr. (c)
B(E2; 2+ → 0+) values as a function of N. Experimental data are
from [13, 41–46]. (d) Deformation parameter β2. The values by
other methods are shown, too.

tion to the π- and ρ-meson exchange tensor force [37]. The
parameters of the central part were fixed from monopole
components of known SM interactions [37]. The T=0 part
of the VMU interaction is kept unchanged throughout this
work. The T=1 central part is reduced by a factor of 0.75
except for 1 f7/2 and 2p3/2 orbits. On top of this, T=1
two-body matrix elements for 0g9/2 and above it, includ-
ing those given by the SNBG3 interaction, are fine tuned
by using the standard method [38, 39]. The observed lev-
els of the 2+1 and 4

+
1 states of

90−96Zr and the 0+2 state of
94−100Zr are then used. Since the number of available data
is so small, this cannot be a fit but a minor improvement.
The single-particle energies are determined so as to be con-
sistent with the prediction of the JUN45 Hamiltonian, the
observed levels of 91Zr with spectroscopic factors, etc. The
present SM Hamiltonian is, thus, fixed, and no change is
made throughout all the calculations below. It is an initial
version, and can be refined for better details.
Figure 1(a) shows excitation energies of the 2+1,2 states

of the Zr isotopes, indicating that the present MCSM re-
sults reproduce quite well the observed trends. The shape
of each calculated state is assigned as spherical, prolate, tri-
axial or oblate by the method of [40], as will be discussed
later. The calculated 2+1 state is spherical for N=52-56,
while it becomes prolate deformed for N ≥58. Its exci-
tation energy drops down at N=60 by a factor of ∼6, and
stays almost constant, in agreement with experiment. The
ratio between the 4+1 and 2

+
1 levels, denoted R4/2, is de-

picted in the insert of Fig. 1(a) in comparison to experi-
ment. The sudden increase at N=60 is seen in both ex-
periment and calculation, approaching the rotational limit,
10/3, indicative of a rather rigid deformation. The R4/2 < 2
for N ≤58 suggests a seniority-type structure which stems
from the Z=40 semi-magicity.
Figure 1(b) shows the properties of 0+1,2 states. Their

shapes are assigned in the same way as the 2+ states. The
ground state remains spherical up to N=58, and becomes
prolate at N=60. A spherical state appears as the 0+4 state
at N=60 instead, as shown in Fig. 1(b). We here sketch
how the shape assignment is made for the MCSM eigen-
state. The MCSM eigenstate is a superposition of MCSM
basis vectors projected onto the angular momentum and
parity. Each basis vector is a Slater determinant, i.e., a di-
rect product of superpositions over original single-particle
states. The optimum amplitudes in such superpositions are
searched based on quantum Monte-Carlo and variational
methods [4, 20]. For each MCSM basis vector so fixed, we
can compute and diagonalize its quadrupole matrix. This
gives us the three axes of the ellipsoid with quadrupole mo-
menta Q0 and Q2 in the usual way [2]. One can then plot
this MCSM basis vector as a circle on the Potential Energy
Surface (PES) , as shown in Fig. 2. The overlap probability
of this MCSM basis vector with the eigenstate is indicated
by the area of the circle. Thus, one can pin down each
MCSM basis vector on the PES according to its Q0 and
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Quantum Phase Transition in the Shape of Zr isotopes
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The rapid shape change in Zr isotopes near neutron number N=60 is identified to be caused by type II
shell evolution associated with massive proton excitations to its 0g9/2 orbit, and is shown to be a quantum
phase transition. Monte Carlo shell-model calculations are carried out for Zr isotopes of N=50-70 with
many configurations spanned by eight proton orbits and eight neutron orbits. Energy levels and B(E2)
values are obtained within a single framework in a good agreement with experiments, depicting various
shapes in going from N=50 to 70. Novel coexistence of prolate and triaxial shapes is suggested.

PACS numbers: 21.60.Cs, 21.10.-k,27.60.+j,64.70.Tg

The shape of the atomic nucleus has been one of the pri-
mary subjects of nuclear structure physics [1], and con-
tinues to provide intriguing and challenging questions in
going to exotic nuclei. One such question is the transition
from spherical to deformed shapes as a function of the neu-
tron (proton) number N (Z), referred to as shape transition.
The shape transition is visible in the systematics of the ex-
citation energies of low-lying states, for instance, the first
2+ levels of even-even nuclei: it turns out to be high (low)
for spherical (deformed) shapes [1–3]. A shell model (SM)
calculation is suited, in principle, for its description, be-
cause of the high capability of calculating those energies
precisely. On the other hand, since the nuclear shape is
a consequence of the collective motion of many nucleons,
the actual application of the SM encountered some limits
in the size of the calculation.

In this Letter, we present results of large-scale Monte
Carlo Shell Model (MCSM) calculations [4] on even-even
Zr isotopes with a focus on the shape transition from N =
50 to N = 70, e.g. [5]. Figure 1(a) shows that the ob-
served 2+1 level moves up and down within the 1-2 MeV
region for N=50-58, whereas it is quite low (∼0.2 MeV)
for N ≥ 60 [6–16]. Namely, a sharp drop by a factor of
∼6 occurs at N=60, which is consistent with the corre-
sponding B(E2) values shown in Fig. 1(c). These features
have attracted much attention, also because no theoretical
approach seems to have reproduced those rapid changes
covering both sides. More importantly, an abrupt change
seems to occur in the structure of the ground state as a
function of N, which can be viewed as an example of the
quantum phase transition (QPT) satisfying its general def-
inition to be discussed [17, 18]. This is quite remarkable,
as the shape transition is in general rather gradual. In ad-
dition, there is much interest in those Zr isotopes from the
viewpoint of the shape coexistence [19].

The advanced version of MCSM [20, 21] can cover all
Zr isotopes in this range of N with a fixed Hamiltonian,
when taking a large model space, as shown in Table I. The
MCSM, thus, resolves the difficulties of conventional SM

TABLE I. Model space for the shell model calculation.

proton orbit magic number neutron orbit
- 1 f7/2, 2p3/2

82
- 0h11/2

0g7/2, 1d5/2,3/2, 2s1/2 0g7/2, 1d5/2,3/2, 2s1/2

50
0g9/2 0g9/2

0 f5/2, 1p3/2,1/2 -

calculation, where the largest dimension reaches 3.7×1023,
much beyond its current limit. Note that no truncation
on the occupation numbers of these orbits is made in the
MCSM. The structure of Zr isotopes has been studied by
many different models and theories. For instance, a recent
large-scale conventional SM calculation showed a rather
accurate reproduction of experimental data up to N=58,
whereas it was not extended beyond N=60 [22]. The 2+1
levels have been calculated in a wider range in Interact-
ing Boson Model (IBM) calculations, although the afore-
mentioned rapid change is absent [23, 24]. Some other
works were restricted to deformed states [5, 25, 26], or in-
dicated gradual shape-changes [27–34].

It is, thus, very timely and needed to apply the MCSM to
Zr isotopes, particularly heavy exotic ones. The Hamil-
tonian of the present work is constructed from existing
ones, so as to reduce ambiguities. The JUN45 Hamilto-
nian is used for the orbits, 0g9/2 and below it [35]. The
SNBG3 Hamiltonian [36] is used for the T=1 interaction
for 0g7/2, 1d5/2,3/2, 2s1/2 and 0h11/2. Note that the JUN45
and SNBG3 interactions were obtained by adding empir-
ical fits to microscopically derived effective interactions
[35, 36]. The VMU interaction [37] is taken for the rest
of the effective interaction. The VMU interaction consists
of the central part given by a Gaussian function in addi-

N
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interaction obtained by fit 

Fitting usually done on top of so-called G-matrix or 
MBPT.
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where subscripts ind indicate the force induced by the renormalization. In the limit of large cutoff Λ
the induced 3N force Vind is zero by definition, and with the small cutoff, induced 3N becomes large.
For this point, Nogga and his collaborators have done a elegant work in 2004 [42]. They calculated
the Vlowk potential starting from various realistic NN interaction, and then calculate the few nucleon
system by Faddeev-Yakubovsky equations only with two-body force. They showed the Λ dependence
of the binding energies of 3N or 4N system, which clearly depend on the size of induced higher-body
forces. They claimed that the Λ dependence is not very large at Λ ≥ 1.0 fm−1 region, which means
the induced higher-body force is not so large in this region. They also compare the calculated binding
energies of 3H and 4He to the experimental data and claim that the value around Λ = 2.0 fm−1 best
reproduce the experimental value of both two nuclei. There exists the three-body force initially in
nuclear force because the nucleons are composite particles consist of quarks. Therefore, the best
reproduction of the experimental data means, in turn, the effects of the initial and induced three or
higher-body force cancel out each other in those system.

In their work, only 3N and 4N systems are considered. Therefore, only if we believe that the
higher-body force cancel exactly including all the channel dependence and strength, we can calculate
the many-body system composed of more than four nucleons. However, there are some evidence that
the explicit inclusion of 3N force improves the reproduction of the physical quantities far from the
stability line. Combining those two facts, we may have to think about the cutoff issue again. We will
come back to this point in the framework of EKK method again.

2.2 Renormalization of the medium effects

In this section, we review the second step to calculate the effective interactions for the shell model.
The first step was to remove the repulsive core by changing the basis states. The resultant effective
interaction do not have short-range repulsion or high-momentum component and so do the renor-
malized wavefunctions. Therefore, the Vlowk interaction does not have singularity which prevent us
performing the perturbative calculations.

In the second step, starting from the renormalized interaction, we move on the perturbation theory
to calculate the effective interaction designed for suitable model spaces.

2.2.1 model space

First of all, we define the model space mathematically and clarify the notation. Suppose we describe
a quantum system by the following Hamiltonian

H = H0 + V, (2.16)

where H0 is the unperturbed Hamiltonian and V is the perturbation. In a Hilbert space of dimension
D, we can write down the many-body Schrödinger equation as

H|Ψλ⟩ = Eλ|Ψλ⟩, λ = 1, · · · ,D. (2.17)

20 Chapter 2. Review of effective interaction for the shell model

In shell-model calculations, however, the dimension D of the Hamiltonian matrix increases exponen-
tially with the particle number, limiting thereby the applicability of direct diagonalization procedures
to the solution to Eq. (2.17).

In this situation, we introduce a P-space (model space) of a tractable dimension d ≤ D that is
a subspace of the large Hilbert space of dimension D. Correspondingly, we define the projection
operator P onto the P-space, and Q = 1 − P onto its complement. We require that the projection
operators P and Q commute with the unperturbed Hamiltonian H0,

[P,H0] = [Q,H0] = 0. (2.18)

As a consequence, the projection operator P and Q satisfy the following relations,

P2 = P, Q2 = Q (2.19)

PQ = QP = 0, (2.20)

[P,Q] = 0. (2.21)

Figure 2.2: The model space is presented schematically. The black dashed line is the model space
and the gray dashed line is the particle states outside the model space. The circle indicate the inert
core, for example, 16O.

Figure 2.2 shows the schematic image of the model space. The gray circle is the inert core, and
the black dash lines are the model space, and the gray dash-doted lines are in the Q-space. The two
particles move only inside the model space. Two particles interact only inside the model space. The
presence of the core and the orbits outside the model space should be considered to affect the Veff

defined in P-space, and be not included to shell-model calculation as explicit degrees of freedom.

2.2.2 Energy-dependent approach

We start our explanation by introducing an energy-dependent effective Hamiltonian. By using the
projection operators P and Q, we can express Eq. (2.17) in the following partitioned form (λ =
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1, · · · ,D): ⎛
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PHP PVQ
QVP QHQ

⎞
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⎛
⎜⎜⎜⎜⎜⎝
|φλ⟩
|ρλ⟩

⎞
⎟⎟⎟⎟⎟⎠ = Eλ

⎛
⎜⎜⎜⎜⎜⎝
|φλ⟩
|ρλ⟩

⎞
⎟⎟⎟⎟⎟⎠ , (2.22)

where |φλ⟩ = P|Ψλ⟩ is the projection of the true eigenstate |Ψλ⟩ onto the P-space. The Q-space
component is written as |ρλ⟩ = |Ψλ⟩ − |φλ⟩. Then we obtain

|ρλ⟩ = (Eλ − QHQ)−1QVP|φλ⟩ (2.23)

|φλ⟩ = (Eλ − PHP)−1PVQ|ρλ⟩. (2.24)

Substituting these equations, we can decouple the equations to P-space and Q-space respectively as
follows,

(
PHP − 1

Eλ − QHQ
QVP

)
|φλ⟩ = Eλ|φλ⟩ (2.25)

(
QHQ − 1

Eλ − PHP
PVQ

)
|ρλ⟩ = Eλ|ρλ⟩. (2.26)

The first equation is exactly the secure equation defined purely in P-space and the second one is in
Q-space. For our purpose of obtaining the effective theory defined in P-space, we adapt Eq. (2.25)
and introduce the following Bloch-Horowitz effective Hamiltonian HBH defined purely in the P-space,

HBH(E) = PHP + PVQ
1

E − QHQ
QVP. (2.27)

Then Eq. (2.17) reads,
HBH(Eλ)|φλ⟩ = Eλ|φλ⟩, λ = 1, · · · ,D. (2.28)

Note that Eq. (2.28) requires a self-consistent solution, because HBH(Eλ) depends on the eigenen-
ergy Eλ. In the previous section, we saw the case of Vlowk in which we know the exact solution but
still we needed to calculate the effective interaction. In the present case, however, we do not know the
exact solution generally, because the Hamiltonian in the full space is supposed to have the intractably
large dimension. Therefore, the energy-dependence of the effective interaction is not a desirable prop-
erty for the shell-model calculation, and therefore we adopt the energy-independent approach below.

2.2.3 Energy-independent approach

Next we introduce the energy-independent effective Hamiltonian in the P-space. We first choose d
eigenstates {|Ψi⟩, i = 1, · · · , d} among D solutions of Eq. (2.17), with d ≤ D. Then we require that
|φi⟩ = P|Ψi⟩, the P-space component of the chosen d eigenstates, be described by the d-dimensional
effective Hamiltonian Heff as

Heff |φi⟩ = Ei|φi⟩, i = 1, · · · , d. (2.29)

This energy-independent effective Hamiltonian is most concisely described as

Heff =

d∑

i=1

|φi⟩Ei⟨φ̃i|, (2.30)
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where |φλ⟩ = P|Ψλ⟩ is the projection of the true eigenstate |Ψλ⟩ onto the P-space. The Q-space
component is written as |ρλ⟩ = |Ψλ⟩ − |φλ⟩. Then we obtain

|ρλ⟩ = (Eλ − QHQ)−1QVP|φλ⟩ (2.23)

|φλ⟩ = (Eλ − PHP)−1PVQ|ρλ⟩. (2.24)

Substituting these equations, we can decouple the equations to P-space and Q-space respectively as
follows,

(
PHP − 1

Eλ − QHQ
QVP

)
|φλ⟩ = Eλ|φλ⟩ (2.25)

(
QHQ − 1

Eλ − PHP
PVQ

)
|ρλ⟩ = Eλ|ρλ⟩. (2.26)

The first equation is exactly the secure equation defined purely in P-space and the second one is in
Q-space. For our purpose of obtaining the effective theory defined in P-space, we adapt Eq. (2.25)
and introduce the following Bloch-Horowitz effective Hamiltonian HBH defined purely in the P-space,

HBH(E) = PHP + PVQ
1

E − QHQ
QVP. (2.27)

Then Eq. (2.17) reads,
HBH(Eλ)|φλ⟩ = Eλ|φλ⟩, λ = 1, · · · ,D. (2.28)

Note that Eq. (2.28) requires a self-consistent solution, because HBH(Eλ) depends on the eigenen-
ergy Eλ. In the previous section, we saw the case of Vlowk in which we know the exact solution but
still we needed to calculate the effective interaction. In the present case, however, we do not know the
exact solution generally, because the Hamiltonian in the full space is supposed to have the intractably
large dimension. Therefore, the energy-dependence of the effective interaction is not a desirable prop-
erty for the shell-model calculation, and therefore we adopt the energy-independent approach below.

2.2.3 Energy-independent approach

Next we introduce the energy-independent effective Hamiltonian in the P-space. We first choose d
eigenstates {|Ψi⟩, i = 1, · · · , d} among D solutions of Eq. (2.17), with d ≤ D. Then we require that
|φi⟩ = P|Ψi⟩, the P-space component of the chosen d eigenstates, be described by the d-dimensional
effective Hamiltonian Heff as

Heff |φi⟩ = Ei|φi⟩, i = 1, · · · , d. (2.29)

This energy-independent effective Hamiltonian is most concisely described as

Heff =

d∑

i=1

|φi⟩Ei⟨φ̃i|, (2.30)

2.2. Renormalization of the medium effects 21

1, · · · ,D): ⎛
⎜⎜⎜⎜⎜⎝
PHP PVQ
QVP QHQ

⎞
⎟⎟⎟⎟⎟⎠

⎛
⎜⎜⎜⎜⎜⎝
|φλ⟩
|ρλ⟩

⎞
⎟⎟⎟⎟⎟⎠ = Eλ

⎛
⎜⎜⎜⎜⎜⎝
|φλ⟩
|ρλ⟩

⎞
⎟⎟⎟⎟⎟⎠ , (2.22)

where |φλ⟩ = P|Ψλ⟩ is the projection of the true eigenstate |Ψλ⟩ onto the P-space. The Q-space
component is written as |ρλ⟩ = |Ψλ⟩ − |φλ⟩. Then we obtain

|ρλ⟩ = (Eλ − QHQ)−1QVP|φλ⟩ (2.23)

|φλ⟩ = (Eλ − PHP)−1PVQ|ρλ⟩. (2.24)

Substituting these equations, we can decouple the equations to P-space and Q-space respectively as
follows,

(
PHP − 1

Eλ − QHQ
QVP

)
|φλ⟩ = Eλ|φλ⟩ (2.25)

(
QHQ − 1

Eλ − PHP
PVQ

)
|ρλ⟩ = Eλ|ρλ⟩. (2.26)

The first equation is exactly the secure equation defined purely in P-space and the second one is in
Q-space. For our purpose of obtaining the effective theory defined in P-space, we adapt Eq. (2.25)
and introduce the following Bloch-Horowitz effective Hamiltonian HBH defined purely in the P-space,

HBH(E) = PHP + PVQ
1

E − QHQ
QVP. (2.27)

Then Eq. (2.17) reads,
HBH(Eλ)|φλ⟩ = Eλ|φλ⟩, λ = 1, · · · ,D. (2.28)

Note that Eq. (2.28) requires a self-consistent solution, because HBH(Eλ) depends on the eigenen-
ergy Eλ. In the previous section, we saw the case of Vlowk in which we know the exact solution but
still we needed to calculate the effective interaction. In the present case, however, we do not know the
exact solution generally, because the Hamiltonian in the full space is supposed to have the intractably
large dimension. Therefore, the energy-dependence of the effective interaction is not a desirable prop-
erty for the shell-model calculation, and therefore we adopt the energy-independent approach below.

2.2.3 Energy-independent approach

Next we introduce the energy-independent effective Hamiltonian in the P-space. We first choose d
eigenstates {|Ψi⟩, i = 1, · · · , d} among D solutions of Eq. (2.17), with d ≤ D. Then we require that
|φi⟩ = P|Ψi⟩, the P-space component of the chosen d eigenstates, be described by the d-dimensional
effective Hamiltonian Heff as

Heff |φi⟩ = Ei|φi⟩, i = 1, · · · , d. (2.29)

This energy-independent effective Hamiltonian is most concisely described as

Heff =

d∑

i=1

|φi⟩Ei⟨φ̃i|, (2.30)h�̃i|�ji = �ij

What we want to know is energy independent 
Hamiltonian which satisfies

IF we know true eigenstates and eigenenegies, we can 
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whole P-space in general. 
-> non Hermitian Heff (more later)
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which is equivalent to Eq. (2.13), appearing in the derivation of Vlowk. In the derivation of Vlowk, P-
space can be interpreted as the low-momentum space whose initial and final momentum k, k′ ≤ Λ
and Q-space is high-momentum space. However, Eq. (2.30) is also just a formal solution because we
do not know the exact solution |Ψi⟩ and its projection to P-space |φi⟩. We need to obtain the effective
interaction Veff without solving the original Schrödinger equation by the direct diagonalization.

To derive the energy-independent effective Hamiltonian Heff , let us consider the following simi-
larity transformation of the Hamiltonian H:

H = e−ωHeω, QωP = ω. (2.31)

By construction, the transformed Hamiltonian,H , gives the same eigenenergies as the original Hamil-
tonian H. The corresponding eigenstates |Ψi⟩, however, are transformed into e−ω|Ψi⟩. We require
therefore that the second relation in Eq. (2.31),

QωP = ω, (2.32)

satisfies
Pe−ω|Ψi⟩ = P(1 − ω)|Ψi⟩ = |φi⟩, (2.33)

that is, the transformation does not change the P-space component |φi⟩ of the eigenstates. Here we
used the fact that ω2 = 0. With this transformation, the P-space components of any wave-function is
unchanged.

Then, Our next step includes the determination of ω. The most convenient way to determine ω is
by using the following equation

0 = QHP = QVP − ωPHP + QHQω − ωPVQω, (2.34)

which decouples the P-space part in the transformed Schrödinger equation. Comparing to Eq. (2.27),
starting from this transformed Hamiltonian H , the Bloch-Horowitz Hamiltonian is just PHP. This
means that the P-space part of the transformed Hamiltonian, PHP, is nothing but Heff in Eq. (2.29).
Then the effective Hamiltonian and the effective interaction can be written as

Heff = PHP

= Pe−ωHeωP

= P(1 − ω)H(1 + ω)P

= PHP + PVωP

= PHP + PVQω (2.35)

Veff = PVP + PVQω. (2.36)

We note here that Heff is energy-independent. Furthermore, the derivation of Heff requires the deter-
mination of ω in order to satisfy Eq. (2.34).
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Decoupling condition
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transformation
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Next: Solve non-linear equation.

Similarity transformation
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condition, the following solution need the condition of degenerate unperturbed eigenvalues in P-
space. We first explain the KK method [27] for the degenerate model space. Then we explain the
LS method [28] for the degenerate model space. Both methods eliminate the energy-dependence of
HBH(E) of Eq. (2.27) by introducing the so-called Q̂-box and its energy derivatives, resulting in an
energy-independent effective interaction Heff .

2.3.1 Kuo-Krenciglowa (KK) method

In the KK method, we assume a degenerate model space,

PH0P = ϵ0P. (2.41)

Then Eq. (2.34) reads

(ϵ0 − QHQ)ω = QVP − ωPVP − ωPVQω. (2.42)

The KK method provide us a one possible way to solve this decoupling equation. Multiplying (ϵ0 −
QHQ) from the left,

ω =
1

ϵ0 − QHQ
(QVP − ω (PVP + PVQω))

=
1

ϵ0 − QHQ
(QVP − ωVeff) , (2.43)

using the expression of Veff in Eq. (2.36). Then we obtain the the following iterative form:

ω(n) =
1

ϵ0 − QHQ

(
QVP − ω(n)V (n−1)

eff

)
, (2.44)

where ω(n) and V (n)
eff = PVP + PVQω(n) stand for ω and Veff in the n-th step, respectively.

Now we introduce the important operator called Q̂-box as follows:

Q̂(E) = PVP + PVQ
1

E − QHQ
QVP,

Q̂k(E) =
1
k!

dkQ̂(E)
dEk . (2.45)

The Q̂-box is clearly defined as an operator act in P-space. Intuitively this quantity stands for the
interacting matrix which the P-space wavefunction having energy E makes excited to Q-space, and
propagate in Q-space, and then makes it back to P-space again.

Then we immediately arrive at the following iterative formula for V (n)
eff :

V (n)
eff = Q̂(ϵ0) +

∞∑

k=1

Q̂k(ϵ0){V (n−1)
eff }k. (2.46)

In the limit of n → ∞, Eq. (2.46) gives Veff = V (∞)
eff , if the iteration converges. The first term of

Eq. (2.46) is Q̂-box itself, which means the effective interaction include the effect of virtual excitation
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Assumption:  the model space is degenerate

22 Chapter 2. Review of effective interaction for the shell model

which is equivalent to Eq. (2.13), appearing in the derivation of Vlowk. In the derivation of Vlowk, P-
space can be interpreted as the low-momentum space whose initial and final momentum k, k′ ≤ Λ
and Q-space is high-momentum space. However, Eq. (2.30) is also just a formal solution because we
do not know the exact solution |Ψi⟩ and its projection to P-space |φi⟩. We need to obtain the effective
interaction Veff without solving the original Schrödinger equation by the direct diagonalization.

To derive the energy-independent effective Hamiltonian Heff , let us consider the following simi-
larity transformation of the Hamiltonian H:

H = e−ωHeω, QωP = ω. (2.31)

By construction, the transformed Hamiltonian,H , gives the same eigenenergies as the original Hamil-
tonian H. The corresponding eigenstates |Ψi⟩, however, are transformed into e−ω|Ψi⟩. We require
therefore that the second relation in Eq. (2.31),

QωP = ω, (2.32)

satisfies
Pe−ω|Ψi⟩ = P(1 − ω)|Ψi⟩ = |φi⟩, (2.33)

that is, the transformation does not change the P-space component |φi⟩ of the eigenstates. Here we
used the fact that ω2 = 0. With this transformation, the P-space components of any wave-function is
unchanged.

Then, Our next step includes the determination of ω. The most convenient way to determine ω is
by using the following equation

0 = QHP = QVP − ωPHP + QHQω − ωPVQω, (2.34)

which decouples the P-space part in the transformed Schrödinger equation. Comparing to Eq. (2.27),
starting from this transformed Hamiltonian H , the Bloch-Horowitz Hamiltonian is just PHP. This
means that the P-space part of the transformed Hamiltonian, PHP, is nothing but Heff in Eq. (2.29).
Then the effective Hamiltonian and the effective interaction can be written as

Heff = PHP

= Pe−ωHeωP

= P(1 − ω)H(1 + ω)P

= PHP + PVωP

= PHP + PVQω (2.35)

Veff = PVP + PVQω. (2.36)

We note here that Heff is energy-independent. Furthermore, the derivation of Heff requires the deter-
mination of ω in order to satisfy Eq. (2.34).

A solution for this equation

Iterative equation for deriving the Effective interaction for degenerate model space

Formal solution of decoupling equation (KK method)
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Decoupling equation

Solve this by iteration
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condition, the following solution need the condition of degenerate unperturbed eigenvalues in P-
space. We first explain the KK method [27] for the degenerate model space. Then we explain the
LS method [28] for the degenerate model space. Both methods eliminate the energy-dependence of
HBH(E) of Eq. (2.27) by introducing the so-called Q̂-box and its energy derivatives, resulting in an
energy-independent effective interaction Heff .

2.3.1 Kuo-Krenciglowa (KK) method

In the KK method, we assume a degenerate model space,

PH0P = ϵ0P. (2.41)

Then Eq. (2.34) reads

(ϵ0 − QHQ)ω = QVP − ωPVP − ωPVQω. (2.42)

The KK method provide us a one possible way to solve this decoupling equation. Multiplying (ϵ0 −
QHQ) from the left,

ω =
1

ϵ0 − QHQ
(QVP − ω (PVP + PVQω))

=
1

ϵ0 − QHQ
(QVP − ωVeff) , (2.43)

using the expression of Veff in Eq. (2.36). Then we obtain the the following iterative form:

ω(n) =
1

ϵ0 − QHQ

(
QVP − ω(n)V (n−1)

eff

)
, (2.44)

where ω(n) and V (n)
eff = PVP + PVQω(n) stand for ω and Veff in the n-th step, respectively.

Now we introduce the important operator called Q̂-box as follows:

Q̂(E) = PVP + PVQ
1

E − QHQ
QVP,

Q̂k(E) =
1
k!

dkQ̂(E)
dEk . (2.45)

The Q̂-box is clearly defined as an operator act in P-space. Intuitively this quantity stands for the
interacting matrix which the P-space wavefunction having energy E makes excited to Q-space, and
propagate in Q-space, and then makes it back to P-space again.

Then we immediately arrive at the following iterative formula for V (n)
eff :

V (n)
eff = Q̂(ϵ0) +

∞∑

k=1

Q̂k(ϵ0){V (n−1)
eff }k. (2.46)

In the limit of n → ∞, Eq. (2.46) gives Veff = V (∞)
eff , if the iteration converges. The first term of

Eq. (2.46) is Q̂-box itself, which means the effective interaction include the effect of virtual excitation

Q-box:



What is Q-box ?
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Something complicated happening 
in Q-space with energy E

A state in P-space A state in P-space

|�i |�0iQ-box(E)

24 Chapter 2. Review of effective interaction for the shell model

condition, the following solution need the condition of degenerate unperturbed eigenvalues in P-
space. We first explain the KK method [27] for the degenerate model space. Then we explain the
LS method [28] for the degenerate model space. Both methods eliminate the energy-dependence of
HBH(E) of Eq. (2.27) by introducing the so-called Q̂-box and its energy derivatives, resulting in an
energy-independent effective interaction Heff .

2.3.1 Kuo-Krenciglowa (KK) method

In the KK method, we assume a degenerate model space,

PH0P = ϵ0P. (2.41)

Then Eq. (2.34) reads

(ϵ0 − QHQ)ω = QVP − ωPVP − ωPVQω. (2.42)

The KK method provide us a one possible way to solve this decoupling equation. Multiplying (ϵ0 −
QHQ) from the left,

ω =
1

ϵ0 − QHQ
(QVP − ω (PVP + PVQω))

=
1

ϵ0 − QHQ
(QVP − ωVeff) , (2.43)

using the expression of Veff in Eq. (2.36). Then we obtain the the following iterative form:

ω(n) =
1

ϵ0 − QHQ

(
QVP − ω(n)V (n−1)

eff

)
, (2.44)

where ω(n) and V (n)
eff = PVP + PVQω(n) stand for ω and Veff in the n-th step, respectively.

Now we introduce the important operator called Q̂-box as follows:

Q̂(E) = PVP + PVQ
1

E − QHQ
QVP,

Q̂k(E) =
1
k!

dkQ̂(E)
dEk . (2.45)

The Q̂-box is clearly defined as an operator act in P-space. Intuitively this quantity stands for the
interacting matrix which the P-space wavefunction having energy E makes excited to Q-space, and
propagate in Q-space, and then makes it back to P-space again.

Then we immediately arrive at the following iterative formula for V (n)
eff :

V (n)
eff = Q̂(ϵ0) +

∞∑

k=1

Q̂k(ϵ0){V (n−1)
eff }k. (2.46)

In the limit of n → ∞, Eq. (2.46) gives Veff = V (∞)
eff , if the iteration converges. The first term of

Eq. (2.46) is Q̂-box itself, which means the effective interaction include the effect of virtual excitation

Next: Then, what is the “complicated” stuff and its 
derivatives ??
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2.1. Realistic nuclear force 13

and,

vp
S (r) = S p

⇣
1 + e

r�R
a
⌘�1

(2.7)

with R = 0.5 fm,a = 0.2 fm. I p and S p are parameters to be determined by fitting to data. Here vp
I (r)

works in range of two pion exchange potential and vp
S (r) in short range force because it vanishes in

the region of r > 0.5 fm.

Potential CIB CSB operators
v14 not included not included {1, (�1 · �2), S 12,L · S,L2,L2�1 · �2,L · S}

N
{1, (⌧1 · ⌧2)}

v18 included included
{1, (�1 · �2), S 12,L · S,L2,L2�1 · �2,L · S}

N
{1, (⌧1 · ⌧2)}

, T12, (�1 · �2)T12, S 12T12, (⌧z1 + ⌧z2)
v8’ not included not included {1, (�1 · �2), S 12, L · S }

N
{1, (⌧1 · ⌧2)}

Table 2.1: Operators included in Argonne potentials.

Table.2.1 shows operators included in Av18, Av14, and Av8’, where Ti j in Av18 defined as Ti j =

3⌧zi⌧z j � ⌧i · ⌧ j. In Av18 potential, four terms are added to Av14 potential which account for charge
independence breaking (CIB) and charge symmetry breaking (CSB) nature of nuclear force.

Av8’ potential is reduction of Av18 potential. It has only 8 operators, which equals the isoscalar
part of the full interaction Av18 in all S and P waves as well as in the 3D1 wave and its coupling to
the 3S 1. This is achieved by calculating v0p(r) of v8’ potential by linear combination of vp(r) of full
V18 potential. Although all three potential is available, we will employ Av8’ often partly because
this potential has simple structure and partly because this is su�ciently realistic for our purpose.
Figure.2.1 shows central force of Av8’ potential. The central part is written by the following four

Figure 2.1: The central force in Av8’ potential. The left figure shows radial functions of central
force and the right figure shows state dependence of the central force (see Eq.(2.8)), where VC(S ,T )
represent radial dependence of the strength of the central force in the channel total spin S and total
isospin T .

terms as

VC = v1(r) + (�1 · �2)v2(r) + (⌧1 · ⌧2)v3(r) + (�1 · �2)(⌧1 · ⌧2)v4(r). (2.8)
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Central force of AV8’ potential

Strong short range repulsion. 
High-momentum component. 
Can it be renormalized to low momentum int.?
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where |χ̃i⟩ is bi-orthogonal basis which satisfies

⟨χ̃i|χ j⟩ = δi j. (2.14)

Usage of bi-orthogonal basis implies that the resultant Hamiltonian in the effective theory is non-
hermitian. This is clearly the consequence of momentum cutoff. However, because of the strong
repulsive property of the short range part of the nuclear force, high-momentum component of the
exact wave function |ψ⟩ is generally small. In that case, we can remove the non-hermiticity by the
method of Andreozzi [37], not changing all the physical observables but changing the wave function
slightly. We will discuss on the refinement of non-hermitian effective interaction to hermitian effective
interaction again, in Sec. 2.2.3.

Figure 2.1: Numerical calculation of the Vlowk interaction with various cutoff Λ. The original NN
interaction is Argonne V8’ potential, and the cutoff Λ = 1.0 − 5.0 fm−1.

Let us see the numerical calculational example of Vlowk starting from the realistic nuclear force.
Figure 2.1 shows Vlowk interaction with various cutoff. The interaction is shown in momentum space
in 2D plot, with the cutoff Λ = 5.0 − 1.0 fm−1. The initial potential is Argonne V8’ (AV8’) potential,
as an example [32]. The bare AV8’ potential has large repulsive low to high momentum coupling.
This indicates the repulsive core at short range. As cutoff Λ getting smaller, The repulsion getting
smaller and smaller, and we can not see it at all at Λ = 2.0 fm−1. In this sense, the interaction getting
“softer” as cutoff Λ is small and therefore suitable for the perturbative calculation.

However, One should note the fact that the formalism of Vlowk is only defined in 2N system. The
transformation between 2N system inevitably induce the 3N or higher-body force, schematically,

Vbare(2N)→ Vlowk(NN) + Vind(3N) + Vind(4N) + · · · , (2.15)

16 Chapter 2. Review of effective interaction for the shell model

renormalized nuclear force.
The simultaneous transformation of the basis states and the interaction makes the results finite and

reasonable.
The G-matrix is defined by the integral equation, which is a form of Bethe-Goldstone equation,

G = V + V
Q
e

G, (2.3)

where Q is the Pauli operator which exclude all the occupied states. The denominator e is defined as
e = E − Ei, where E is the sum of self-consistent initial energies of two nucleon, and Ei is the sum of
intermediate energies. This is clearly a self-consistent equation, for G is appearing left-hand side and
right-hand side. Therefore, it corresponds to the summation of ladder diagrams up to infinite order in
V .

The G-matrix also satisfies the following equation,

Gφ = VΩφ = Vψ (2.4)

where φ is the unperturbed wave function, Ω the wave operator and ψ(= Ωφ) is the correlated wave
function which vanishes inside of the core radius.

With the infinite summation of V in Eq. (2.3), even if the V is infinite the resultant G-matrix is
finite, because the correlated wave function in Eq. (2.4) is vanished inside of the core radius.

We have to aware of one thing. When we use G-matrix as the effective interaction which do not
has repulsive core, we need to consider the energy dependence in Eq. (2.3). This energy is often
called starting energy and the resultant G-matrix is starting energy dependence. This feature is not
convenient to calculate the effective interaction for the shell model via the perturbation theory, because
we have to prepare the set of G-matrix for all the starting energy.

The newly invented Vlowk interaction explained in the subsequent section does not have such a
parameter dependent. In this thesis, we used the Vlowk technique to renormalize the repulsive core,
instead of G-matrix.

2.1.3 The low-momentum interaction Vlowk

The Vlowk approach is more recent approach than Brueckner’s G-matrix. The main merit of this new
approach is that the obtained effective interaction Vlowk is energy-independent, unlike G-matrix.

The Vlowk potential is invented in these references [33, 34, 35, 36].
By solving the Lippmann-Schwinger equation, we obtain the following Half-On-Shell T-matrix,

T (k′, k; k2) = VNN(k′, k) +
2
π
P

∫ ∞

0

VNN(k′, p)T (p, k; k2)
k2 − p2 p2dp (2.5)

for a given partial wave.
In the low-momentum effective theory, the interaction and T-matrix are defined in the region of

the momentum is lower than certain cutoff Λ. It is require that the low-momentum interaction leads
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the same physics, that is, T-matrix. Therefore, the Vlowk potential is defined by the following equation
parametrized by the cutoff parameter Λ,

T (k′, k; k2) = Vlowk(k′, k) +
2
π
P

∫ Λ

0

Vlowk(k′, p)T (p, k; k2)
k2 − p2 p2dp. (2.6)

Because T-matrix is invariant under the cutoff Λ, The scattering standing wave function |χk⟩ is
also invariant, and therefore expressed as the following standard equation of T-matrix,

|χk⟩ = |k⟩ +
2
π
P

∫ Λ

0
p2dp

1
k2 − p2 T (p, k; k2)|p⟩ (k < Λ). (2.7)

Then, taking the derivative with respect to Λ in Eq. (2.6), we obtain,

0 =
dVlowk(k′, k)

dΛ
+

2
π
P

∫ Λ

0

(
dVlowk(k′, k)

dΛ
T (p, k; k2)

k2 − p2 +
Vlowk(k′, k)

k2 − p2

dT (p, k; k2)
dΛ

)
p2dp

− 2
π

Vlowk(k′,Λ)T (Λ, k; k2)
1 − (k2/Λ2)

(2.8)
∫ Λ

0

dVlowk(k′, p)
dΛ

χk(p)p2dp =
2
π

Vlowk(k′,Λ)T (Λ, k; k2)
1 − (k2/Λ2)

. (2.9)

Multiplying ⟨χ̃k| from the left using completeness relation and finally we have the following flow
renormalization group equation,

dVlowk(k′, k)
dΛ

=
2
π

Vlowk(k′,Λ)T (Λ, k;Λ2)
1 − (k2/Λ2)

. (2.10)

Even if we know this RG equation exists, it is not easy to solve the differential equation directly for
the actual case. For our purpose of nucleon-nucleon scattering problem, we can calculate Vlowk with
the other way. In the derivation of Vlowk RG equation, we impose that the T-matrix is invariant under
the change of the cutoff Λ, which means the wave function in the low-momentum sector is unchanged.
In the case of NN scattering problem, we can calculate the exact wave function numerically. For the
numerical capability, we discretize the momentum, k1, k2, . . . , kn. Then the solution of Schrödinger
equation is calculated by direct diagonalization of Hamiltonian matrix in momentum space,

H|ψi⟩ = Ei|ψi⟩. (2.11)

The wave function in low-momentum sector is,

|χ(ki)⟩ = |ψ(ki)⟩ (ki ≤ Λ) (2.12)

|χ(ki)⟩ = 0 (ki > Λ),

where |χ⟩ is the renormalized wave function for low-momentum effective theory and |ψ⟩ is the exact
wave function. Then we can calculate the Vlowk interaction as

H0 + Vlowk =
∑

i

|χi⟩Ei⟨χ̃i| (2.13)

2.1. Renormalization of short-range repulsion 17

the same physics, that is, T-matrix. Therefore, the Vlowk potential is defined by the following equation
parametrized by the cutoff parameter Λ,

T (k′, k; k2) = Vlowk(k′, k) +
2
π
P

∫ Λ

0

Vlowk(k′, p)T (p, k; k2)
k2 − p2 p2dp. (2.6)

Because T-matrix is invariant under the cutoff Λ, The scattering standing wave function |χk⟩ is
also invariant, and therefore expressed as the following standard equation of T-matrix,

|χk⟩ = |k⟩ +
2
π
P

∫ Λ

0
p2dp

1
k2 − p2 T (p, k; k2)|p⟩ (k < Λ). (2.7)

Then, taking the derivative with respect to Λ in Eq. (2.6), we obtain,

0 =
dVlowk(k′, k)

dΛ
+

2
π
P

∫ Λ

0

(
dVlowk(k′, k)

dΛ
T (p, k; k2)

k2 − p2 +
Vlowk(k′, k)

k2 − p2

dT (p, k; k2)
dΛ

)
p2dp

− 2
π

Vlowk(k′,Λ)T (Λ, k; k2)
1 − (k2/Λ2)

(2.8)
∫ Λ

0

dVlowk(k′, p)
dΛ

χk(p)p2dp =
2
π

Vlowk(k′,Λ)T (Λ, k; k2)
1 − (k2/Λ2)

. (2.9)

Multiplying ⟨χ̃k| from the left using completeness relation and finally we have the following flow
renormalization group equation,

dVlowk(k′, k)
dΛ

=
2
π

Vlowk(k′,Λ)T (Λ, k;Λ2)
1 − (k2/Λ2)

. (2.10)

Even if we know this RG equation exists, it is not easy to solve the differential equation directly for
the actual case. For our purpose of nucleon-nucleon scattering problem, we can calculate Vlowk with
the other way. In the derivation of Vlowk RG equation, we impose that the T-matrix is invariant under
the change of the cutoff Λ, which means the wave function in the low-momentum sector is unchanged.
In the case of NN scattering problem, we can calculate the exact wave function numerically. For the
numerical capability, we discretize the momentum, k1, k2, . . . , kn. Then the solution of Schrödinger
equation is calculated by direct diagonalization of Hamiltonian matrix in momentum space,

H|ψi⟩ = Ei|ψi⟩. (2.11)

The wave function in low-momentum sector is,

|χ(ki)⟩ = |ψ(ki)⟩ (ki ≤ Λ) (2.12)

|χ(ki)⟩ = 0 (ki > Λ),

where |χ⟩ is the renormalized wave function for low-momentum effective theory and |ψ⟩ is the exact
wave function. Then we can calculate the Vlowk interaction as

H0 + Vlowk =
∑

i

|χi⟩Ei⟨χ̃i| (2.13)

Lippmann-Schwinger equation

Low-momentum interaction Vlowk which preserves the HOS T-matrix

RG equation of Vlowk equation with respect to cutoff parameter Λ

Decouple low-momentum and 
high-momentum part 

Preserve physical observable 
and low-momentum wave 
function 

Remove repulsive core
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1, · · · ,D): ⎛
⎜⎜⎜⎜⎜⎝
PHP PVQ
QVP QHQ

⎞
⎟⎟⎟⎟⎟⎠

⎛
⎜⎜⎜⎜⎜⎝
|φλ⟩
|ρλ⟩

⎞
⎟⎟⎟⎟⎟⎠ = Eλ

⎛
⎜⎜⎜⎜⎜⎝
|φλ⟩
|ρλ⟩

⎞
⎟⎟⎟⎟⎟⎠ , (2.22)

where |φλ⟩ = P|Ψλ⟩ is the projection of the true eigenstate |Ψλ⟩ onto the P-space. The Q-space
component is written as |ρλ⟩ = |Ψλ⟩ − |φλ⟩. Then we obtain

|ρλ⟩ = (Eλ − QHQ)−1QVP|φλ⟩ (2.23)

|φλ⟩ = (Eλ − PHP)−1PVQ|ρλ⟩. (2.24)

Substituting these equations, we can decouple the equations to P-space and Q-space respectively as
follows,

(
PHP − 1

Eλ − QHQ
QVP

)
|φλ⟩ = Eλ|φλ⟩ (2.25)

(
QHQ − 1

Eλ − PHP
PVQ

)
|ρλ⟩ = Eλ|ρλ⟩. (2.26)

The first equation is exactly the secure equation defined purely in P-space and the second one is in
Q-space. For our purpose of obtaining the effective theory defined in P-space, we adapt Eq. (2.25)
and introduce the following Bloch-Horowitz effective Hamiltonian HBH defined purely in the P-space,

HBH(E) = PHP + PVQ
1

E − QHQ
QVP. (2.27)
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where |χ̃i⟩ is bi-orthogonal basis which satisfies

⟨χ̃i|χ j⟩ = δi j. (2.14)

Usage of bi-orthogonal basis implies that the resultant Hamiltonian in the effective theory is non-
hermitian. This is clearly the consequence of momentum cutoff. However, because of the strong
repulsive property of the short range part of the nuclear force, high-momentum component of the
exact wave function |ψ⟩ is generally small. In that case, we can remove the non-hermiticity by the
method of Andreozzi [37], not changing all the physical observables but changing the wave function
slightly. We will discuss on the refinement of non-hermitian effective interaction to hermitian effective
interaction again, in Sec. 2.2.3.

Figure 2.1: Numerical calculation of the Vlowk interaction with various cutoff Λ. The original NN
interaction is Argonne V8’ potential, and the cutoff Λ = 1.0 − 5.0 fm−1.

Let us see the numerical calculational example of Vlowk starting from the realistic nuclear force.
Figure 2.1 shows Vlowk interaction with various cutoff. The interaction is shown in momentum space
in 2D plot, with the cutoff Λ = 5.0 − 1.0 fm−1. The initial potential is Argonne V8’ (AV8’) potential,
as an example [32]. The bare AV8’ potential has large repulsive low to high momentum coupling.
This indicates the repulsive core at short range. As cutoff Λ getting smaller, The repulsion getting
smaller and smaller, and we can not see it at all at Λ = 2.0 fm−1. In this sense, the interaction getting
“softer” as cutoff Λ is small and therefore suitable for the perturbative calculation.

However, One should note the fact that the formalism of Vlowk is only defined in 2N system. The
transformation between 2N system inevitably induce the 3N or higher-body force, schematically,

Vbare(2N)→ Vlowk(NN) + Vind(3N) + Vind(4N) + · · · , (2.15)



Non hermiticity

 35Derivation of Veff and its applicationNaofumi Tsunoda (CNS UT) /39

2.3. Formal theory of effective interaction 23

As we discussed in Sec. 2.1.3, the resultant effective interaction is non-Hermitian. In the lan-
guage of ω, the similarity transformation Eq. (2.31) is not an unitary transformation because ω is not
Hermite. Now we see the way to remove this non-Hermite part of the effective Hamiltonian. Let us
consider the following operator defined in P-space (P + ω†ω) and we obtain

(P + ω†ω)Heff = H†eff(P + ω
†ω). (2.37)

By means of Cholesky decomposition, it can be rewritten by the lower-triangular matrix L and its
adjoint L†,

P + ω†ω = LL†. (2.38)

Then we get the following,

L−1H†effL = L†Heff(L†)−1 =
(
L−1H†effL

)†
(2.39)

This implies that the Hermitian effective interaction with the same eigenvalues as the original Heff ,

Hher
eff = L†Heff(L†)−1. (2.40)

The combined transformation U = eω(L†)−1 is an unitary transformation.
The unitary transformation does not change all the eigenvalues, therefore, the phase shifts and the

other physical quantities, but changes the wave function. Since the operator L is L = P + O(ω), if
ω is small the non-Hermiticity is also small and therefore the change of wave function is small. For
our problem of Vlowk potential, the Q-space high-momentum component of the exact wave function
is small and so ω is small. For the problem of shell model effective interactions, we find the same
observation. For example, if we consider the case of 18O, two neutrons are placed in the orbits
outside the 16O core. The lowest orbits are of course sd-shell and for low-lying states, the occupation
probability of p f -shell or higher-shell is almost negligible. This suggests the transformation from
non-Hermite effective interaction to Hermite effective interaction does not affect the wave function
and other physics, in the case that we calculate the effective interaction for the shell model.

In summary, we consider the similarity transformation Eq. (2.31) with the minimal transformation
condition, which changes neither selected d eigenvalues nor the P-space component of the wavefunc-
tions. Then we impose decoupling condition shown in Eq. (2.34), to decouple the P-space physics
from the Q-space. The resultant effective interaction Heff is slightly non-Hermitian and we further
transform it to Hermite Hamiltonian by using the operator obtained by means of Cholesky decompo-
sition of the operator defined in P-space, shown in Eq. (2.38).

In the next section, we will see the solution of Eq. (2.34). Since this is the non-linear equation of
ω, there exists no unique solution, and we have several ways to obtain the solutions.

2.3 Formal theory of effective interaction

The decoupling equation Eq. (2.34), being nonlinear, can be solved by iterative methods, to give Heff

and Veff of Eq. (2.36). Although the decoupling equation Eq. (2.34) itself is valid in the general cases,
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Cholesky decomposition: lower triangular matrix L

If ω is enough small,  Hhereff ≒ Heff
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which is equivalent to Eq. (2.13), appearing in the derivation of Vlowk. In the derivation of Vlowk, P-
space can be interpreted as the low-momentum space whose initial and final momentum k, k′ ≤ Λ
and Q-space is high-momentum space. However, Eq. (2.30) is also just a formal solution because we
do not know the exact solution |Ψi⟩ and its projection to P-space |φi⟩. We need to obtain the effective
interaction Veff without solving the original Schrödinger equation by the direct diagonalization.

To derive the energy-independent effective Hamiltonian Heff , let us consider the following simi-
larity transformation of the Hamiltonian H:

H = e−ωHeω, QωP = ω. (2.31)

By construction, the transformed Hamiltonian,H , gives the same eigenenergies as the original Hamil-
tonian H. The corresponding eigenstates |Ψi⟩, however, are transformed into e−ω|Ψi⟩. We require
therefore that the second relation in Eq. (2.31),

QωP = ω, (2.32)

satisfies
Pe−ω|Ψi⟩ = P(1 − ω)|Ψi⟩ = |φi⟩, (2.33)

that is, the transformation does not change the P-space component |φi⟩ of the eigenstates. Here we
used the fact that ω2 = 0. With this transformation, the P-space components of any wave-function is
unchanged.

Then, Our next step includes the determination of ω. The most convenient way to determine ω is
by using the following equation

0 = QHP = QVP − ωPHP + QHQω − ωPVQω, (2.34)

which decouples the P-space part in the transformed Schrödinger equation. Comparing to Eq. (2.27),
starting from this transformed Hamiltonian H , the Bloch-Horowitz Hamiltonian is just PHP. This
means that the P-space part of the transformed Hamiltonian, PHP, is nothing but Heff in Eq. (2.29).
Then the effective Hamiltonian and the effective interaction can be written as

Heff = PHP

= Pe−ωHeωP

= P(1 − ω)H(1 + ω)P

= PHP + PVωP

= PHP + PVQω (2.35)

Veff = PVP + PVQω. (2.36)

We note here that Heff is energy-independent. Furthermore, the derivation of Heff requires the deter-
mination of ω in order to satisfy Eq. (2.34).
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2.4. Many-body theory of effective interaction 27

Explicitly, P-space taken as the d-dimensional subspace of the whole Hilbert space, which have
two nucleons on top of the core,

P =
d∑

i

|φi⟩⟨φi| (2.54)

|φi⟩ =
∑

a†λa
†
γ|c⟩. (2.55)

Hereafter we write the wavefunctions within P-space with small letters, and the capital letters usually
indicate the wavefunction defined in the whole Hilbert space.

In the following, we derive Heff (and Veff) in Eq. (2.36) with the above Hamiltonian Eq. (2.53),
which gives

Heff |φi⟩ = Ei|φi⟩, i = 1, · · · , d, (2.56)

for the many-body system.

2.4.2 Kuo-Krenciglowa (KK) method

In this section, we revisit the KK method in the framework of the many-body perturbation theory.
The theory is applied to degenerate P-space. As a consequence, Eq. (2.46) is lead in the framework of
the time-dependent perturbation theory. In the degenerate perturbation theory, the naive perturbative
treatments lead obvious divergences, originating from the zero energy denominator.

Actually, the iterative solution of the Eq. (2.46) shows that the KK method is more than a naive
perturbation theory.

We start our discussion from the following Schrödinger equation written in Schrödinger picture,

H|Ψn⟩ = En|Ψn⟩ (2.57)

with n being n = 1, 2, · · · ,N where N is the dimension of the Hamiltonian matrix. The Hamiltonian
consist of unperturbed H0 and perturbation H1,

H = H0 + H1. (2.58)

To formulate the time-dependent perturbation theory, we move to the interaction picture. In in-
teraction picture, the wave functions, the perturbative part of the Hamiltonian H1 and the operator
depend on the time t explicitly,

HI
1(t) = e−iH0tH1eiH0t

|ΨI(t)⟩ = e−iH0t|ΨI(t)⟩ (2.59)

ÔI(t) = e−iH0tÔeiH0t,

where the superscripts I indicate the operators and wavefunctions are written in interaction picture. In
the following, we usually omit the superscripts.
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By substitutingωn to the expression of V (n)
eff successively, finally we obtain the iterative formula written

in terms of Q̂-box and Veff ,

V (n)
eff =

1

1 − Q̂1 −
n−1∑

m=2

Q̂m

n−1∏

i=n−m+1

V (i)
eff

Q̂(ϵ0). (2.52)

The main merit of this iterative formula is that Veff appears in the denominator, in contrast to KK
method. Therefore, the divergence of Veff never happens. Therefore, the LS method reproduce the
lowest d eigenstates and will never affected by the intruder states. However, it is difficult to interpret
Eq. (2.52) with the time-dependent perturbation theory.

2.4 Many-body theory of effective interaction

For the purpose of obtaining the effective interaction for the shell model, we need to apply the formal
theory of the effective interaction in Sec. 2.3 to nuclear many-body systems. In Sec. 2.4.2, we explain
the standard Kuo-Krenciglowa (KK) theory in a many-body system. Its diagrammatic expression
can be established both in time-dependent [11] and time-independent [23] perturbation theory, and is
conveniently summarized by the Q̂-box expansion in terms of the so-called folded diagrams [11]. In
this thesis, we discuss the time-dependent version of the derivation of the effective interactions.

2.4.1 Model space in many-body system

Our quantum many-body system is described by the following second quantized form,

H = H0 + V

=
∑

ϵαa†αaα +
1
2

∑
Vαβ,γδa†αa†βaδaγ, (2.53)

where H0 is the unperturbed Hamiltonian and V is the two-body interaction. We limit ourselves,
for the sake of simplicity, up to two-body interactions only, although the theory can be extended to
include three-body or more complicated nuclear forces.

For specifying single-particle states, we use indices a, b, c, d for valence single-particle states (ac-
tive single-particle states), and p and h for passive particle and hole single-particle states, respectively.
In a generic case, we use Greek indices.

In a many-body system, the P-space is defined using the valence single-particle states that make
up the P-space. Let us take as an example the nucleus 18O, where we treat 16O as a closed-shell
core. In this case we can define the P-space by specifying the valence states to be determined by the
single-particle states of the sd-shell. The P-space is then composed by the 16O closed-shell core plus
two neutrons in the sd-shell.

2.4. Many-body theory of effective interaction 27

Explicitly, P-space taken as the d-dimensional subspace of the whole Hilbert space, which have
two nucleons on top of the core,

P =
d∑
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with n being n = 1, 2, · · · ,N where N is the dimension of the Hamiltonian matrix. The Hamiltonian
consist of unperturbed H0 and perturbation H1,

H = H0 + H1. (2.58)

To formulate the time-dependent perturbation theory, we move to the interaction picture. In in-
teraction picture, the wave functions, the perturbative part of the Hamiltonian H1 and the operator
depend on the time t explicitly,

HI
1(t) = e−iH0tH1eiH0t

|ΨI(t)⟩ = e−iH0t|ΨI(t)⟩ (2.59)

ÔI(t) = e−iH0tÔeiH0t,

where the superscripts I indicate the operators and wavefunctions are written in interaction picture. In
the following, we usually omit the superscripts.

In Schrodinger picture
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In shell-model calculations, however, the dimension D of the Hamiltonian matrix increases exponen-
tially with the particle number, limiting thereby the applicability of direct diagonalization procedures
to the solution to Eq. (2.17).

In this situation, we introduce a P-space (model space) of a tractable dimension d ≤ D that is
a subspace of the large Hilbert space of dimension D. Correspondingly, we define the projection
operator P onto the P-space, and Q = 1 − P onto its complement. We require that the projection
operators P and Q commute with the unperturbed Hamiltonian H0,

[P,H0] = [Q,H0] = 0. (2.18)

As a consequence, the projection operator P and Q satisfy the following relations,

P2 = P, Q2 = Q (2.19)

PQ = QP = 0, (2.20)

[P,Q] = 0. (2.21)

Figure 2.2: The model space is presented schematically. The black dashed line is the model space
and the gray dashed line is the particle states outside the model space. The circle indicate the inert
core, for example, 16O.

Figure 2.2 shows the schematic image of the model space. The gray circle is the inert core, and
the black dash lines are the model space, and the gray dash-doted lines are in the Q-space. The two
particles move only inside the model space. Two particles interact only inside the model space. The
presence of the core and the orbits outside the model space should be considered to affect the Veff

defined in P-space, and be not included to shell-model calculation as explicit degrees of freedom.

2.2.2 Energy-dependent approach

We start our explanation by introducing an energy-dependent effective Hamiltonian. By using the
projection operators P and Q, we can express Eq. (2.17) in the following partitioned form (λ =

λ

γ
Hamiltonian in second quantized form
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2.4. Many-body theory of effective interaction 27
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In the following, we derive Heff (and Veff) in Eq. (2.36) with the above Hamiltonian Eq. (2.53),
which gives

Heff |φi⟩ = Ei|φi⟩, i = 1, · · · , d, (2.56)

for the many-body system.
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the time-dependent perturbation theory. In the degenerate perturbation theory, the naive perturbative
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Actually, the iterative solution of the Eq. (2.46) shows that the KK method is more than a naive
perturbation theory.

We start our discussion from the following Schrödinger equation written in Schrödinger picture,

H|Ψn⟩ = En|Ψn⟩ (2.57)

with n being n = 1, 2, · · · ,N where N is the dimension of the Hamiltonian matrix. The Hamiltonian
consist of unperturbed H0 and perturbation H1,

H = H0 + H1. (2.58)

To formulate the time-dependent perturbation theory, we move to the interaction picture. In in-
teraction picture, the wave functions, the perturbative part of the Hamiltonian H1 and the operator
depend on the time t explicitly,

HI
1(t) = e−iH0tH1eiH0t

|ΨI(t)⟩ = e−iH0t|ΨI(t)⟩ (2.59)

ÔI(t) = e−iH0tÔeiH0t,

where the superscripts I indicate the operators and wavefunctions are written in interaction picture. In
the following, we usually omit the superscripts.

Interaction picture is suitable for perturbation theory
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Using the expressions of the interaction picture, the time-development operator is defined as the
operator to develop the wave functions at the time t′ to that of time t, that is,

|Ψ(t)⟩ = U(t, t′)|Ψ(t′)⟩ (2.60)

and with the Dyson equation the time-development operator is written down as the following pertur-
bative form,
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Applying Eq. (2.59) with the notation in Eq. (2.53), the creation and annihilation operators of
nucleons in interaction picture are written down simply as

ai(t) = e−iϵitai

a†i (t) = eiϵita†i . (2.62)

Since the time-development is factorized out in this expression, one can evaluate time-development
operator shown in Eq. (2.61) as a diagrammatic form in a usual manner.

Now we consider the states defined in the P-space, called parent states. First we chose the D-
solutions of Eq. (2.57). Then consider a projection from the eigenvector |Ψλ⟩ to |ρλ⟩, |ρλ⟩ being a
member of P-space wave function. Therefore, the parent states |ρλ⟩ can be expanded with basis space
of P-space,

|ρλ⟩ =
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α=1

C(λ)
α |ψα⟩. (2.63)

Taking the true eigenstates |Ψλ⟩ linearly independent, we can choose the projection such that |ρλ⟩
satisfies the following orthogonality conditions,

⟨ρλ|PΨµ⟩ = 0 (λ ! µ = 1, 2, · · · ,D). (2.64)

Note that the parent states |ρλ⟩ are only a mathematical tool, because |ρλ⟩ can be calculated only
knowing the effective Hamiltonian Heff. This projection is not available until we know the final result
Heff . Therefore, the final results should not depend on the knowledge of |ρλ⟩. We demonstrate the
results actually does not include |ρλ⟩ explicitly.

Using the orthogonality condition Eq. (2.64), the parent states correspond to true eigenstates by
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Explicitly, P-space taken as the d-dimensional subspace of the whole Hilbert space, which have
two nucleons on top of the core,

P =
d∑

i

|φi⟩⟨φi| (2.54)

|φi⟩ =
∑

a†λa
†
γ|c⟩. (2.55)

Hereafter we write the wavefunctions within P-space with small letters, and the capital letters usually
indicate the wavefunction defined in the whole Hilbert space.
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2.4.2 Kuo-Krenciglowa (KK) method
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where the superscripts I indicate the operators and wavefunctions are written in interaction picture. In
the following, we usually omit the superscripts.

| I(t)i = e�iH0t| S(t)i
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a†i (t) = eiϵita†i . (2.62)

Since the time-development is factorized out in this expression, one can evaluate time-development
operator shown in Eq. (2.61) as a diagrammatic form in a usual manner.

Now we consider the states defined in the P-space, called parent states. First we chose the D-
solutions of Eq. (2.57). Then consider a projection from the eigenvector |Ψλ⟩ to |ρλ⟩, |ρλ⟩ being a
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⟨ρλ|PΨµ⟩ = 0 (λ ! µ = 1, 2, · · · ,D). (2.64)

Note that the parent states |ρλ⟩ are only a mathematical tool, because |ρλ⟩ can be calculated only
knowing the effective Hamiltonian Heff. This projection is not available until we know the final result
Heff . Therefore, the final results should not depend on the knowledge of |ρλ⟩. We demonstrate the
results actually does not include |ρλ⟩ explicitly.
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Using the expression of interaction picture, time-development operator is defined as the operator
to develop the wave functions at the time t′ to t, that is,

|Ψ(t)⟩ = U(t, t′)|Ψ(t′)⟩ (2.60)

and with the Dyson equation the time-development operator is written down as the following pertur-
bative form,
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Applying Eq. (2.59) with the notation in Eq. (2.53), the creation and annihilation operators of
nucleon in interaction picture are written down simply as

ai(t) = e−iϵitai

a†i (t) = eiϵita†i . (2.62)

Since the time-development is factorized out in this expression, one can evaluate time-development
operator shown in Eq. (2.61) as a diagrammatic form in a usual manner.

Now we consider the states defined in the P-space, called parent states. First we chose the D-
solutions of Eq. (2.57). Then consider a projection from the eigenvector |Ψλ⟩ to |ρλ⟩, |ρλ⟩ being a
member of P-space wave function. Therefore, the parent states |ρλ⟩ can be expanded with basis space
of P-space,

|ρλ⟩ =
d∑

α=1

C(λ)
α |ψα⟩. (2.63)

Taking the true eigenstates |Ψλ⟩ linearly independent, we can choose the projection such that |ρλ⟩
satisfies the following orthogonality conditions,

⟨ρλ|PΨµ⟩ = 0 (λ ! µ = 1, 2, · · · ,D). (2.64)

Note that the parent states |ρλ⟩ is only a mathematical tool, because |ρλ⟩ can be calculated only know-
ing the effective Hamiltonian Heff . This projection is not available until we know the final result
Heff . Therefore, final results should not depend on the knowledge of |ρλ⟩. We demonstrate the results
actually does not include |ρλ⟩ explicitly.

Using the orthogonality condition Eq. (2.64), the parent states correspond to true eigenstates by
the following equation,
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2.4. Many-body theory of effective interaction 29

This imaginary time development leads us to a d lowest eigenenergies Eλ with true eigenstates of
|Ψλ⟩ with non-zero overlap to P-space. In the actual calculation, however, for we only calculate the
effective interactions approximately, we might not necessarily obtain the lowest D eigenvalues.

Equation (2.65) can be expressed by the basis states in P-space |ψλ⟩ instead of |ρλ⟩, using the
expansion in Eq. (2.63) as follows,

D∑

α=1

C(λ)
α H

U(0,−∞)|ψλ⟩
⟨ρλ|U(0,−∞)|ρλ⟩

=

D∑

β=1

C(λ)
β Eλ

U(0,−∞)|ψλ⟩
⟨ρλ|U(0,−∞)|ρλ⟩

. (2.67)

Therefore, HU(0,−∞) is nearly the effective interaction Heff defined in P-space. However, the
perturbative expansion of HU(0,−∞) leads a divergence immediately, because of the zero energy
denominator.

The main point of KK method is the removal of those divergence. We will see that we can factorize
the divergent part of Eq. (2.67), and cancel them out. We use the familiar factorization theorem and
the proof will be presented in Appendix B. The factorization theorem tells us that the diagram consist
of several disconnected pieces can be evaluated by the product of those diagrams. We factorize the
numerator and denominators in Eq. (2.67), focusing on the states consist of two-particle plus the inert
core.

Let us start from the numerator. The factor U(0,−∞)|ψα⟩ include all the contribution of time
development of two particles plus the core states. Then, we can factorize the contribution which has
no connection to any of the valence states as follows:

U(0,−∞)|ψα⟩ = UV(0,−∞)a†i a†j |c⟩ × U(0,−∞)|c⟩, (2.68)

where the subscript V indicates the fact that the diagram has at least one connected valence line.
The first factor indicate the contribution starting from two particles plus core and the second factor
is considered to be insertion of bubble diagrams and the contribution terminate at t = 0 as a states
with equal numbers of particle and hole states. We can express the consideration explicitly using
factorization theorem again,

U(0,−∞)|c⟩ = UQ(0,−∞)|c⟩ × ⟨c|U(0,−∞)|c⟩, (2.69)

where the subscript Q means the diagram terminate as the state of Q-space at t = 0.
The first term of Eq. (2.68) UV(0,−∞)|ψα⟩ experience the similar decomposition as Eq. (2.69). As

a final states of the time development by UV(0,−∞), the states results in the states within P-space and
the states within Q-space at the time t = 0, that is,

UV(0,−∞)|ψα⟩ = |χP⟩ + |χQ⟩. (2.70)

where |χP⟩ is the term which terminate at t = 0 as P-space state and |χQ⟩ terminate as Q-space state.
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Of course we do not know true eigenstates |Ψ> and  
therefore its projection |ρ>.

28 Chapter 2. Review of effective interaction for the shell model

Using the expressions of the interaction picture, the time-development operator is defined as the
operator to develop the wave functions at the time t′ to that of time t, that is,

|Ψ(t)⟩ = U(t, t′)|Ψ(t′)⟩ (2.60)

and with the Dyson equation the time-development operator is written down as the following pertur-
bative form,

U(t, t′) = lim
ϵ→0

lim
t′→−∞(1−iϵ)

∞∑

n=0

(−i)n

n!

∫ t

t′
dt1

∫ t

t′
dt2 · · ·

∫ t

t′
dtnT [H1(t1)H1(t2) · · ·H1(tn)]. (2.61)

Applying Eq. (2.59) with the notation in Eq. (2.53), the creation and annihilation operators of
nucleons in interaction picture are written down simply as
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a†i (t) = eiϵita†i . (2.62)

Since the time-development is factorized out in this expression, one can evaluate time-development
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Now we consider the states defined in the P-space, called parent states. First we chose the D-
solutions of Eq. (2.57). Then consider a projection from the eigenvector |Ψλ⟩ to |ρλ⟩, |ρλ⟩ being a
member of P-space wave function. Therefore, the parent states |ρλ⟩ can be expanded with basis space
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|ρλ⟩ =
d∑

α=1

C(λ)
α |ψα⟩. (2.63)
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results actually does not include |ρλ⟩ explicitly.
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⟨ρλ|Ψλ⟩

= lim
ϵ→0

lim
t′→−∞(1−iϵ)
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(2.65)

and therefore,

H
U(0,−∞)|ρλ⟩
⟨ρλ|U(0,−∞)|ρλ⟩

= Eλ
U(0,−∞)|ρλ⟩
⟨ρλ|U(0,−∞)|ρλ⟩

. (2.66)

Being |ψ> known P-space basis vectors,  
we can formally write down as

Then we obtain,
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This imaginary time development leads us to a d lowest eigenenergies Eλ with true eigenstates of
|Ψλ⟩ with non-zero overlap to P-space. In the actual calculation, however, for we only calculate the
effective interactions approximately, we might not necessarily obtain the lowest D eigenvalues.

Equation (2.65) can be expressed by the basis states in P-space |ψλ⟩ instead of |ρλ⟩, using the
expansion in Eq. (2.63) as follows,
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Therefore, HU(0,−∞) is nearly the effective interaction Heff defined in P-space. However, the
perturbative expansion of HU(0,−∞) leads a divergence immediately, because of the zero energy
denominators.

The important point of KK method is the removal of those divergences. We will see that we can
factorize the divergent parts of Eq. (2.67), and cancel them out. We use the familiar factorization
theorem whose proof will be presented in Appendix B. The factorization theorem tells us that a
diagram consist of several disconnected pieces can be evaluated by the product of those individual
pieces. We factorize the numerator and denominators in Eq. (2.67), focusing on the states consist of
two-particle plus the inert core.

Let us start from the numerator. The factor U(0,−∞)|ψα⟩ includes all the contributions of the time
development of two particles plus the core states. Then, we can factorize the contribution which has
no connection to any of the valence states as follows:

U(0,−∞)|ψα⟩ = UV(0,−∞)a†i a†j |c⟩ × U(0,−∞)|c⟩, (2.68)

where the subscript V indicates the fact that the diagram has at least one connected valence line. The
first factor indicates the contributions of the process starting from two particles plus core and the
second factor is considered to be insertion of bubble diagrams and the contribution terminate at t = 0
as a states with equal numbers of particles and holes. We can express this consideration explicitly
using the factorization theorem again,

U(0,−∞)|c⟩ = UQ(0,−∞)|c⟩ × ⟨c|U(0,−∞)|c⟩, (2.69)

where the subscript Q means the diagram terminate as the state of Q-space at t = 0.
The first term of Eq. (2.68) UV(0,−∞)|ψα⟩ experiences the similar decomposition as Eq. (2.69).

As final states of the time development by UV(0,−∞), the states results in the states within P-space
and the states within Q-space at the time t = 0, that is,

UV(0,−∞)|ψα⟩ = |χP⟩ + |χQ⟩. (2.70)

where |χP⟩ is the term which terminates at t = 0 as P-space state and |χQ⟩ terminates as Q-space state.

≒   Heff
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t=-∞(1-iε) t=0

|ψα> |ψβ>
U(-∞(1-iε),0)

H1

≒ Heff

|�i |�0iQ-box(E)
Still different from Q-box, 
how come?
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Therefore, HU(0,−∞) is nearly the effective interaction Heff defined in P-space. However, the
perturbative expansion of HU(0,−∞) leads a divergence immediately, because of the zero energy
denominator.

The main point of KK method is the removal of those divergence. We will see that we can factorize
the divergent part of Eq. (2.67), and cancel them out. We use the familiar factorization theorem and
the proof will be presented in Appendix B. The factorization theorem tells us that the diagram consist
of several disconnected pieces can be evaluated by the product of those diagrams. We factorize the
numerator and denominators in Eq. (2.67), focusing on the states consist of two-particle plus the inert
core.

Let us start from the numerator. The factor U(0,−∞)|ψα⟩ include all the contribution of time
development of two particles plus the core states. Then, we can factorize the contribution which has
no connection to any of the valence states as follows:

U(0,−∞)|ψα⟩ = UV(0,−∞)a†i a†j |c⟩ × U(0,−∞)|c⟩, (2.68)

where the subscript V indicates the fact that the diagram has at least one connected valence line.
The first factor indicate the contribution starting from two particles plus core and the second factor
is considered to be insertion of bubble diagrams and the contribution terminate at t = 0 as a states
with equal numbers of particle and hole states. We can express the consideration explicitly using
factorization theorem again,

U(0,−∞)|c⟩ = UQ(0,−∞)|c⟩ × ⟨c|U(0,−∞)|c⟩, (2.69)

where the subscript Q means the diagram terminate as the state of Q-space at t = 0.
The first term of Eq. (2.68) UV(0,−∞)|ψα⟩ experience the similar decomposition as Eq. (2.69). As

a final states of the time development by UV(0,−∞), the states results in the states within P-space and
the states within Q-space at the time t = 0, that is,

UV(0,−∞)|ψα⟩ = |χP⟩ + |χQ⟩. (2.70)

where |χP⟩ is the term which terminate at t = 0 as P-space state and |χQ⟩ terminate as Q-space state.
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U|ψ> can be factorized to several pieces
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where the subscript Q means the diagram terminate as the state of Q-space at t = 0.
The first term of Eq. (2.68) UV(0,−∞)|ψα⟩ experience the similar decomposition as Eq. (2.69). As

a final states of the time development by UV(0,−∞), the states results in the states within P-space and
the states within Q-space at the time t = 0, that is,

UV(0,−∞)|ψα⟩ = |χP⟩ + |χQ⟩. (2.70)
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To factorize further, define folded diagrams as follows:

t=t2

t=t1

t1 > t2

= t1 x t2 -
t2

t1

t2 > t1

= t1 x t2 - t1 t2

= Q Q Q- Q Q+ Q +（ ）|�Qi |�P i

Then, we can factorize as follows,
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term |χQ⟩, which terminate as Q-space at t = 0, is written as follows,

|χQ⟩ = ✉ + ✉✉ + ✉✉✉ + · · ·

=
( ✉ − ✉ ∫ ✉ + ✉ ∫ ✉ ∫ ✉ − · · · ) (2.74)

×
(

+ ✉ + ✉✉ + ✉✉✉ + · · ·
)

where integral represent the folding procedure. The folded diagrams here is defined as the contribution
of the end of the former Q̂-box is placed after the beginning latter Q̂-box. Note that the second factor
is the exactly |χP⟩. Equivalently we can write down the above as follows,

UV(0,−∞)|ψα⟩ =
D∑

β=1

UVQ(0,−∞)|ψβ⟩⟨ψβ|UV(0,−∞)|ψα⟩. (2.75)

where UVQ represent the contributions of the first factor in Eq. (2.74). The point is that the divergence
is only appearing in the second factor in Eq. (2.75).

Combining Eqs. (2.68), (2.70), (2.74), (2.75) together,

U(0,−∞)|ψα⟩ = UQ(0,−∞)|c⟩⟨c|U(0,−∞)|c⟩ ×
d∑

β=1

UVQ(0,−∞)|ψβ⟩⟨ψβ|UV(0,−∞)|ψα⟩ (2.76)

Then, Eq. (2.67) reads,

d∑

γ=1

bλγHUQ(0,−∞)|c⟩UVQ(0,−∞)|ψγ⟩ =
d∑

δ=1

bλδEλUQ(0,−∞)|c⟩UVQ(0,−∞)|ψγ⟩ (2.77)

where b(λ)
γ is defined as

b(λ)
γ =

d∑

α=1

C(λ)
α

⟨ψγ|UV(0,−∞)|ψα⟩⟨c|U(0,−∞)|c⟩
⟨ρλ|U(0,−∞)|ρλ⟩

(2.78)

Note that there are divergence in the numerator and the denominator and they are canceled out. Then,
the coefficient b(λ)

γ is finite.
Now we define an operator UL as follows,

UL(0,−∞)|ψα⟩ ≡ UVQ(0,−∞)|ψα⟩UQ(0,−∞)|c⟩, (2.79)

meaning that the contribution is linked diagrams.
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Now we define an operator UL as follows,
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meaning that the contribution is linked diagrams.

Combining obtained knowledge,
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This imaginary time development leads us to a d lowest eigenenergies Eλ with true eigenstates of
|Ψλ⟩ with non-zero overlap to P-space. In the actual calculation, however, for we only calculate the
effective interactions approximately, we might not necessarily obtain the lowest D eigenvalues.

Equation (2.65) can be expressed by the basis states in P-space |ψλ⟩ instead of |ρλ⟩, using the
expansion in Eq. (2.63) as follows,

D∑

α=1

C(λ)
α H

U(0,−∞)|ψλ⟩
⟨ρλ|U(0,−∞)|ρλ⟩

=

D∑

β=1

C(λ)
β Eλ

U(0,−∞)|ψλ⟩
⟨ρλ|U(0,−∞)|ρλ⟩

. (2.67)

Therefore, HU(0,−∞) is nearly the effective interaction Heff defined in P-space. However, the
perturbative expansion of HU(0,−∞) leads a divergence immediately, because of the zero energy
denominator.

The main point of KK method is the removal of those divergence. We will see that we can factorize
the divergent part of Eq. (2.67), and cancel them out. We use the familiar factorization theorem and
the proof will be presented in Appendix B. The factorization theorem tells us that the diagram consist
of several disconnected pieces can be evaluated by the product of those diagrams. We factorize the
numerator and denominators in Eq. (2.67), focusing on the states consist of two-particle plus the inert
core.

Let us start from the numerator. The factor U(0,−∞)|ψα⟩ include all the contribution of time
development of two particles plus the core states. Then, we can factorize the contribution which has
no connection to any of the valence states as follows:

U(0,−∞)|ψα⟩ = UV(0,−∞)a†i a†j |c⟩ × U(0,−∞)|c⟩, (2.68)

where the subscript V indicates the fact that the diagram has at least one connected valence line.
The first factor indicate the contribution starting from two particles plus core and the second factor
is considered to be insertion of bubble diagrams and the contribution terminate at t = 0 as a states
with equal numbers of particle and hole states. We can express the consideration explicitly using
factorization theorem again,

U(0,−∞)|c⟩ = UQ(0,−∞)|c⟩ × ⟨c|U(0,−∞)|c⟩, (2.69)

where the subscript Q means the diagram terminate as the state of Q-space at t = 0.
The first term of Eq. (2.68) UV(0,−∞)|ψα⟩ experience the similar decomposition as Eq. (2.69). As

a final states of the time development by UV(0,−∞), the states results in the states within P-space and
the states within Q-space at the time t = 0, that is,

UV(0,−∞)|ψα⟩ = |χP⟩ + |χQ⟩. (2.70)

where |χP⟩ is the term which terminate at t = 0 as P-space state and |χQ⟩ terminate as Q-space state.
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Remember
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second term |χQ⟩, which terminates as Q-space at t = 0, is written as follows,

|χQ⟩ = ✉ + ✉✉ + ✉✉✉ + · · ·

=
( ✉ − ✉ ∫ ✉ + ✉ ∫ ✉ ∫ ✉ − · · · ) (2.74)

×
(

+ ✉ + ✉✉ + ✉✉✉ + · · ·
)

where integral represent the folding procedure. The railed lines represent the states within Q-space.
The folded diagrams here are defined as the contribution of the end of the former Q̂-box is placed
after the beginning latter Q̂-box. Note that the second factor is the exactly |χP⟩. Equivalently we can
write down the above as follows,

UV(0,−∞)|ψα⟩ =
D∑

β=1

UVQ(0,−∞)|ψβ⟩⟨ψβ|UV(0,−∞)|ψα⟩. (2.75)

where UVQ represent the contributions of the first factor in Eq. (2.74). The point is that the divergence
is only appearing in the second factor in Eq. (2.75).

Combining Eqs. (2.68), (2.70), (2.74), (2.75) together,
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Then, Eq. (2.67) reads,
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where b(λ)
γ is defined as

b(λ)
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α=1

C(λ)
α
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Note that there are divergences in the numerator and the denominator and they are canceled out. Then,
the coefficient b(λ)

γ is finite.
Now we define an operator UL as follows,

UL(0,−∞)|ψα⟩ ≡ UVQ(0,−∞)|ψα⟩UQ(0,−∞)|c⟩, (2.79)

Define linked pieces as follows,
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meaning that the contribution is linked diagrams.
Using the fact that

⟨ψβ|UVQ(0,−∞)|ψα⟩ = δαβ, (2.80)

and multiplying ⟨ψσ| from the left we obtain,

d∑

γ=1

b(λ)
γ ⟨ψσ|HUL(0,−∞)|ψλ⟩ = Eλ|ψσ⟩. (2.81)

Then we obtain the following secular equation defined only within P-space,

PHeffP|Ψλ⟩ = EλP|Ψλ⟩ (2.82)

where Heff is determined by

Heff = ⟨ψσ|HUL(0,−∞)|ψλ⟩. (2.83)

From Eq. (2.82), we can extract the core degrees of freedom. If the final interaction does not finish
with valence particles, it gives the energy of the core. Therefore, defining H0(V) and H1(V) as those
related to valence particles, we can extract the energy of the core as follows,

PHeffP|Ψα⟩ = (Eα − EC)P|Ψα⟩ (2.84)

where

Heff = ⟨ψσ|(H0(V) + H1(V))UL(0,−∞)|ψλ⟩. (2.85)

The presence of H0(V) and H1(V) means the diagram must terminate with valence particles at the
time t = 0. Then we have succeeded to extract the energy of the core. The next problem is how
to calculate the ⟨ψβ|UVQ(0,−∞)|ψα⟩ in a practical way. This factor corresponds to the first factor of
Eq. (2.74) and is calculated by the evaluation of Q̂-box and its folded diagram.

In summary, the effective interaction Veff can be calculated as follows,

Veff = Q̂(ϵ0) − Q̂′(ϵ0)
∫

Q̂(ϵ0) + Q̂′(ϵ0)
∫

Q̂(ϵ0)
∫

Q̂(ϵ0) · · · , (2.86)

where the integrals represent the folding procedures, and Q̂′ represents Q̂-box contributions which
have at least two NN interaction vertices. Note that, in order to have a degenerate P-space energy, ϵ0,
the single-particle energies in Eq. (2.53) for valence single-particle states, ϵa, ϵb, . . . are completely
degenerate. Equation (2.86) is the basis of the perturbative expansion of Veff in the folded diagram
theory (see for example Ref. [11] for more details).

There are two points to be noted here. First, because we cannot evaluate the Q̂-box defined
in Eq. (2.45) exactly (which implies including all terms to infinite order), we use the perturbative

Heff_total
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related to valence particles, we can extract the energy of the core as follows,

PHeffP|Ψα⟩ = (Eα − EC)P|Ψα⟩ (2.84)

where

Heff = ⟨ψσ|(H0(V) + H1(V))UL(0,−∞)|ψλ⟩. (2.85)

The presence of H0(V) and H1(V) means the diagram must terminate with valence particles at the
time t = 0. Then we have succeeded to extract the energy of the core. The next problem is how
to calculate the ⟨ψβ|UVQ(0,−∞)|ψα⟩ in a practical way. This factor corresponds to the first factor of
Eq. (2.74) and is calculated by the evaluation of Q̂-box and its folded diagram.

In summary, the effective interaction Veff can be calculated as follows,

Veff = Q̂(ϵ0) − Q̂′(ϵ0)
∫

Q̂(ϵ0) + Q̂′(ϵ0)
∫

Q̂(ϵ0)
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where the integrals represent the folding procedures, and Q̂′ represents Q̂-box contributions which
have at least two NN interaction vertices. Note that, in order to have a degenerate P-space energy, ϵ0,
the single-particle energies in Eq. (2.53) for valence single-particle states, ϵa, ϵb, . . . are completely
degenerate. Equation (2.86) is the basis of the perturbative expansion of Veff in the folded diagram
theory (see for example Ref. [11] for more details).

There are two points to be noted here. First, because we cannot evaluate the Q̂-box defined
in Eq. (2.45) exactly (which implies including all terms to infinite order), we use the perturbative
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condition, the following solution need the condition of degenerate unperturbed eigenvalues in P-
space. We first explain the KK method [27] for the degenerate model space. Then we explain the
LS method [28] for the degenerate model space. Both methods eliminate the energy-dependence of
HBH(E) of Eq. (2.27) by introducing the so-called Q̂-box and its energy derivatives, resulting in an
energy-independent effective interaction Heff .

2.3.1 Kuo-Krenciglowa (KK) method

In the KK method, we assume a degenerate model space,

PH0P = ϵ0P. (2.41)

Then Eq. (2.34) reads

(ϵ0 − QHQ)ω = QVP − ωPVP − ωPVQω. (2.42)

The KK method provide us a one possible way to solve this decoupling equation. Multiplying (ϵ0 −
QHQ) from the left,

ω =
1

ϵ0 − QHQ
(QVP − ω (PVP + PVQω))

=
1

ϵ0 − QHQ
(QVP − ωVeff) , (2.43)

using the expression of Veff in Eq. (2.36). Then we obtain the the following iterative form:

ω(n) =
1

ϵ0 − QHQ

(
QVP − ω(n)V (n−1)

eff

)
, (2.44)

where ω(n) and V (n)
eff = PVP + PVQω(n) stand for ω and Veff in the n-th step, respectively.

Now we introduce the important operator called Q̂-box as follows:

Q̂(E) = PVP + PVQ
1

E − QHQ
QVP,

Q̂k(E) =
1
k!

dkQ̂(E)
dEk . (2.45)

The Q̂-box is clearly defined as an operator act in P-space. Intuitively this quantity stands for the
interacting matrix which the P-space wavefunction having energy E makes excited to Q-space, and
propagate in Q-space, and then makes it back to P-space again.

Then we immediately arrive at the following iterative formula for V (n)
eff :

V (n)
eff = Q̂(ϵ0) +

∞∑

k=1

Q̂k(ϵ0){V (n−1)
eff }k. (2.46)

In the limit of n → ∞, Eq. (2.46) gives Veff = V (∞)
eff , if the iteration converges. The first term of

Eq. (2.46) is Q̂-box itself, which means the effective interaction include the effect of virtual excitation

This is Q-box !

= Q Q Q- Q Q+ Q +1 +（ ）H1(V) xVeff

= Q- Q+ Q +PVP + Q Q Q
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As the assumption of induction, we assume that the value can be calculated by the product of two
pieces, that is,

S k,l = S k · S ′l (k ≤ n, l ≤ m). (B.4)

Now we consider the quantity S n,m+1, that is, the second piece has m + 1 vertices. Depending on
the position of the last m + 1-th vertex, the sum of the denominator factor can be written as follows:

S n,m+1 = S n,m
1

Dn + D′m+1
+ S n−1,m

1
Dn + D′m+1

1
Dn−1 + D′m+1

+ · · · . (B.5)

Let us label the time of the vertex as (t1, t2, · · · , tn) and (t′1, t
′
2, · · · , t′m, t′m+1). Then, the first term of

Eq. (B.5) is for tn ≤ tm+1 < 0, and the second term is for tn−1 ≤ tm+1 < tn, and so on. Using the
assumption of induction Eq. (B.4), S n,m+1 can be calculated as follows:

S n,m+1 = S n · S ′m
1

Dn + D′m+1
+ S n−1 · S m

1
Dn + D′m+1

1
Dn−1 + D′m+1

+ · · ·

= S n · S ′m
(

1
Dn + D′m+1

(
1 +

Dn

Dn−1 + D′m+1

(
1 +

Dn−1

Dn−2 + D′m+1

(
1 + · · ·

+
D2

D1 + D′m+1

(
1 +

D1

D′m+1

)
· · ·

)

= S n · S ′m ·
1

D′m+1

= S n · S ′m+1. (B.6)

This indicate that the Eq. (B.4) is also valid for the case of S n,m+1. The case of S n+1,m is the same.
Therefore, it is proved that Eq. (B.4) is valid for all the n and m.

B.2 The evaluation of folded diagrams

To show how the folded diagram is calculated, we show the minimal example of the folded diagram
in Fig. B.2. The railed line represent the state γ is in Q-space. The diagram Fig. B.2 is calculated as

t=0

t=t1

t=t2

δ

γ
β

α

Figure B.3: folded diagram differentiation
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(B.2) =
VαβVβγVγδ

(ϵα − ϵγ − (ϵα − ϵβ))(ϵα − ϵγ)

=VαβVβγVγδ

(
(ϵα − ϵγ) − (ϵα − ϵβ)

)−1 − (ϵα − ϵγ)−1

ϵα − ϵβ
(B.7)

since P-space is degenerate, we should take the limit of ϵβ → ϵα and obtain

=
d

dω

(
VβγVγδ

ω − ϵγ

)

ω=α

× Vαβ (B.8)

In the general case, the folded diagram including of the Q̂-box is calculated as the derivative of Q̂-box
with respect to energy parameter.

Using the expression of Q̂-box,

Heff = Q̂ − Q̂
∫

Q̂ + Q̂
∫

Q̂
∫

Q̂ − · · · . (B.9)

Knowing the fact that the Q̂-box can be written as follows,

Q̂(ω)αβ = Vαβ +
∑

i

VαiViβ

ω − ϵi
+

∑

i j

VαiVi jV jβ

(ω − ϵi)(ω − ϵ j)
+ · · · (B.10)

it is straight forward to prove folded diagram can be calculated by the derivatives with respect to ω.
After all, we reach the expression of calculate the effective interaction Veff in iterative formula,

V (n)
eff = Q̂ +

∞∑

m=1

1
m!

dmQ̂
dEm

0
{V (n−1)

eff }m, (B.11)

B.3 Linked Cluster Theory in Extended Kuo-Krenciglowa method

With the knowledge of Secs. B.1 and B.2, we summarize the folded-diagram method in EKK method
here in this section. As a consequence, what we need to evaluate is only valence-linked irreducible
diagrams and its derivatives for folded diagrams, as we claimed in Chap. 3.

First, we briefly repeat the proof of the factorization theorem in EKK method. The naive appli-
cation of the factorization theorem to the diagrams appearing in the diagrams of EKK method fails,
because the total energy denominator of diagram consist of disconnected pieces is not equal to the
sum of the denominators of individual pieces, when we have the state within P-space. This problem
is cured by the rewritten of the Hamiltonian of EKK method as follows:

H = H0 + V

= H′0 + V ′

= H′0 − P(E − H0)P + V

= H′0 + V1 + V, (B.12)
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in the limit of

Folded diagrams can be calculated by energy derivative if the 
model space is degenerate
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condition, the following solution need the condition of degenerate unperturbed eigenvalues in P-
space. We first explain the KK method [27] for the degenerate model space. Then we explain the
LS method [28] for the degenerate model space. Both methods eliminate the energy-dependence of
HBH(E) of Eq. (2.27) by introducing the so-called Q̂-box and its energy derivatives, resulting in an
energy-independent effective interaction Heff .

2.3.1 Kuo-Krenciglowa (KK) method

In the KK method, we assume a degenerate model space,

PH0P = ϵ0P. (2.41)

Then Eq. (2.34) reads

(ϵ0 − QHQ)ω = QVP − ωPVP − ωPVQω. (2.42)

The KK method provide us a one possible way to solve this decoupling equation. Multiplying (ϵ0 −
QHQ) from the left,

ω =
1

ϵ0 − QHQ
(QVP − ω (PVP + PVQω))

=
1

ϵ0 − QHQ
(QVP − ωVeff) , (2.43)

using the expression of Veff in Eq. (2.36). Then we obtain the the following iterative form:

ω(n) =
1

ϵ0 − QHQ

(
QVP − ω(n)V (n−1)

eff

)
, (2.44)

where ω(n) and V (n)
eff = PVP + PVQω(n) stand for ω and Veff in the n-th step, respectively.

Now we introduce the important operator called Q̂-box as follows:

Q̂(E) = PVP + PVQ
1

E − QHQ
QVP,

Q̂k(E) =
1
k!

dkQ̂(E)
dEk . (2.45)

The Q̂-box is clearly defined as an operator act in P-space. Intuitively this quantity stands for the
interacting matrix which the P-space wavefunction having energy E makes excited to Q-space, and
propagate in Q-space, and then makes it back to P-space again.

Then we immediately arrive at the following iterative formula for V (n)
eff :

V (n)
eff = Q̂(ϵ0) +

∞∑

k=1

Q̂k(ϵ0){V (n−1)
eff }k. (2.46)

In the limit of n → ∞, Eq. (2.46) gives Veff = V (∞)
eff , if the iteration converges. The first term of

Eq. (2.46) is Q̂-box itself, which means the effective interaction include the effect of virtual excitation

Final expression
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2.4. Many-body theory of effective interaction 33

the same time, the eigenvalue Ei in Eq. (2.56) changes its meaning; it is no longer the total energy of
the system, but is now the total energy measured from the true ground state energy of the core.

In actual calculations, however, we do not calculate Veff order by order using Eq. (2.86). Since
the contribution of folded diagrams can be calculated by energy derivatives when the model space is
degenerate [11], we can translate Eq. (2.86) into the following equation

Veff = Q̂(ϵ0) +
∞∑

k=1

Q̂k(ϵ0){Veff}k, (2.87)

The above expression clearly shows that the iterative solution of Eq. (2.46) converges Veff in the limit
of n→ ∞.

We can summarize the KK method as follows; we calculate the valence-linked Q̂-box diagrams
(usually up to second or third order) and the corresponding energy derivatives at the degenerate P-
space energy ϵ0, and carry out the iteration of Eq. (2.46) starting from V (0)

eff = V . This procedure
ultimately gives Veff = V (∞)

eff .

Figure 2.3: Valence-linked Q̂-box diagrams up to second order in V .

At the end, we stress again that the above KK method can yield Veff only for a degenerate model
space. Suppose we are working with the harmonic oscillator shell model of 18O, treating 16O as the
core. If we take the P-space composed only of the degenerate sd-shell, the above KK method works
well as shown by many applications (see for example Ref. [26]). If, on the other hand, we take an

Diagrams appearing in 2nd order
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Fig. 76. One-body Goldstone diagrams without a spectator valence line included in the evaluation of the &-box . 
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V18 potential. Although all three potential is available, we will employ Av8’ often partly because
this potential has simple structure and partly because this is sufficiently realistic for our purpose.
Figure.2.1 shows central force of Av8’ potential. The central part is written by the following four

Figure 2.1: The central force in Av8’ potential. The left figure shows radial functions of central
force and the right figure shows state dependence of the central force (see Eq.(2.8)), whereVC (S , T )
represent radial dependence of the strength of the central force in the channel total spinS and total
isospinT .

terms as

VC = v1(r) + (σ1 ·σ2)v2(r) + (τ1 ·τ2)v3(r) + (σ1 ·σ2)(τ1 ·τ2)v4(r). (2.8)

Bare nuclear interaction

18 Chapter 2. Review of effective interaction for the shell model

where|χ̃i is bi-orthogonal basis which satisfies
χ̃i|χj =δi j . (2.14)

Usage of bi-orthogonal basis implies that the resultant Hamiltonian in the effective theory is non-
hermitian. This is clearly the consequence of momentum cutoff. However, because of the strong
repulsive property of the short range part of the nuclear force, high-momentum component of the
exact wave function|ψ is generally small. In that case, we can remove the non-hermiticity by the
method of Andreozzi [37], not changing all the physical observables but changing the wave function
slightly. Wewill discuss on the refinement of non-hermitian effective interaction to hermitian effective
interaction again, in Sec.2.2.3.

Figure 2.1: Numerical calculation of theVlowk interaction with various cutoff Λ. The original NN
interaction is Argonne V8’ potential, and the cutoff Λ= 1.0 －5.0 fm－1.

Let us see the numerical calculational example ofVlowk starting from the realistic nuclear force.

Vlowk interaction

We can summarize the KK method as follows; we calculate the valence-linkedQ̂-box diagrams
(usually up to second or third order) and the corresponding energy derivatives at the degenerateP-
space energy0, and carry out the iteration of Eq. (2.46) starting fromV (0)eff = V . This procedure
ultimately givesVeff = V (∞)eff .

Figure 2.3:Valence-linkedQ̂-box diagrams up to second order inV .

At the end, we stress again that the above KK method can yieldVeff only for a degenerate model
space. Suppose we are working with the harmonic oscillator shell model of18O, treating16O as the
core. If we take theP-space composed only of the degeneratesd-shell, the above KK method works
well as shown by many applications (see for example Ref. [26]). If, on the other hand, we take an

Calculte Q-box

= Q- Q+ Q +PVP + Q Q QVeff

using the expression ofVeff in Eq. (2.36). Then we obtain the the following iterative form:

ω(n) = 1
0－QHQ QVP－ω

(n)V (n－1)eff , (2.44)

whereω(n) andV (n)eff = PVP + PVQω(n) stand forωandVeff in then-th step, respectively.
Now we introduce the important operator calledQ̂-box as follows:

Q̂(E ) = PVP + PVQ 1
E －QHQQVP,

Q̂k(E ) = 1k!
dkQ̂(E )
dE k . (2.45)

The Q̂-box is clearly defined as an operator act inP-space. Intuitively this quantity stands for the
interacting matrix which theP-space wavefunction having energyE makes excited toQ-space, and
propagate inQ-space, and then makes it back toP-space again.
Then we immediately arrive at the following iterative formula forV (n)eff :

V (n)eff = Q̂( 0) +
∞

k=1
Q̂k( 0){V (n－1)eff }k. (2.46)

In the limit ofn → ∞, Eq. (2.46) givesVeff = V (∞), if the iteration converges. The first term of
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Then we impose the decoupling condition for the transformed HamiltonianH ,

0 = QHP = QVP − ωPHP + QHQω − ωPVQω, (3.3)

which decouples the P-space Schrödinger equation to Q-space.
Now we rewrite Eq. (3.3) as

(E − QHQ)ω = QVP − ωPH̃P − ωPVQω, (3.4)

where
H̃ = H − E (3.5)

is a shifted Hamiltonian obtained by the introduction of the energy parameter E. Equation (3.4) plays
the same role in the EKK method as Eq. (2.42) does in the KK method. The difference is that we
introduce a parameter E and replace PVP by PH̃P. By solving Eq. (3.4) iteratively as in the KK
method, we obtain the following iterative scheme to calculate the effective Hamiltonian Heff instead
of Veff ,

H̃(n)
eff = H̃BH(E) +

∞∑

k=1

Q̂k(E){H̃(n−1)
eff }k, (3.6)

where
H̃eff = Heff − E, H̃BH(E) = HBH(E) − E, (3.7)

and H̃(n)
eff stands for H̃eff at the n-th step. The effective Hamiltonian Heff is obtained as Heff = H(∞)

eff , and
satisfies

H̃eff = H̃BH(E) +
∞∑

k=1

Q̂k(E){H̃eff}k. (3.8)

The effective interaction, Veff, is then calculated by Eq. (2.36) as Veff = Heff − PH0P. Here the
definition of Q̂-box is the same as KK method, that is,

Q̂(E) = PVP + PVQ
1

E − QHQ
QVP, (3.9)

and the derivative of Q̂-box is

Q̂k(E) =
1
k!

dkQ̂(E)
dEk . (3.10)

Let us now compare the EKK and the KK methods. First, and most importantly, the above EKK
method does not require that the model space is degenerate. It can, therefore, be applied naturally to
a valence space composed of several shells. Second, Eq. (3.6) changes H̃eff , while Eq. (2.46) changes
only Veff at each step of the iterative process. Third, in order to perform the iterative step of Eq. (3.6),
we need to calculate Q̂k(E) at the arbitrarily specified energy E, instead of at ϵ0 for Eq. (2.46).

Equation (3.8) is interpreted as the Taylor series expansion of H̃eff around H̃BH(E), and changing E
corresponds to shifting the origin of the expansion, and therefore to a re-summation of the series. This
explains why the left hand side of Eq. (3.8) is independent of E, while each term on the right hand
side depends on E. This in turn means that we can tune the parameter E in Eq. (3.8) to accelerate the
convergence of the series on the right hand side, a feature which we will exploit in actual calculations.

iteration

Chapter 2

Review of effective interaction for the shell
model

In this chapter, we review the various theories of the effective interaction of the nuclear force, focusing
on the renormalization scheme related to the effective interaction for the shell model.

Nuclear shell model is a configuration interaction method, which is based on usually two-body
interactions and single-particle energies.

Nuclear shell model starts from the following second quantized Hamiltonian,

H =
∑

i

ϵia†i ai +
∑

i jkl

Vi j,kl a†i a†jalak. (2.1)

The input parameter is the single particle energies ϵi and the two-body interactions Vi j,kl. Then, we
calculate the Hamiltonian of many-body states, and diagonalize it to obtain the eigenenergies and the
wave functions.

The creation (annihilation) operators create (annihilate) the nucleons in some discrete orbits. Usu-
ally, these orbits are defined as the eigenfunctions of the harmonic oscillator or the Woods-Saxon
potential, for example. Nuclei have several tens of nucleons typically, which usually give rise to in-
tractably large dimensions. Therefore we have to restrict ourselves to the finite small dimension, to
diagonalize the Hamiltonian matrices. We define a subspace of whole Hilbert space which is called
the model space, where the nucleons can move inside. We also in many cases consider a frozen-core
states like 16O, whose degrees of freedom are killed. As an approximation, the particles are assumed
to move only outside of the core, because these degrees of freedom are enough to explain many
part of the properties of the nuclei heavier than the core. This assumption enlarges the region of the
calculation drastically as well.

Therefore, we have to determine the suitable parameter ϵi and Vi j,kl appropriate to relevant degrees
of freedom. Once we have a reliable Hamiltonian, we can calculate the Hamiltonian of many-body
states and diagonalize it, to obtain the binding energies, wave functions, the strength of the transitions
and the other various useful physical quantities. These parameters are often called effective interaction
for the shell model calculations.
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Background: Effective interactions, either derived from microscopic theories or based on fitting selected
properties of nuclei in specific mass regions, are widely used inputs to shell-model studies of nuclei. The
commonly used unperturbed basis functions are given by the harmonic oscillator. Until recently, most shell-model
calculations have been confined to a single oscillator shell like the sd shell or the pf shell. Recent interest in nuclei
away from the stability line requires, however, larger shell-model spaces. Because the derivation of microscopic
effective interactions has been limited to degenerate models spaces, there are both conceptual and practical limits
to present shell-model calculations that utilize such interactions.
Purpose: The aim of this work is to present a novel microscopic method to calculate effective nucleon-nucleon
interactions for the nuclear shell model. Its main difference from existing theories is that it can be applied not
only to degenerate model spaces but also to nondegenerate model spaces. This has important consequences, in
particular for intershell matrix elements of effective interactions.
Methods: The formalism is presented in the form of a many-body perturbation theory based on the recently
developed extended Kuo-Krenciglowa method. Our method enables us to microscopically construct effective
interactions not only in one oscillator shell but also for several oscillator shells.
Results: We present numerical results using effective interactions within (i) a single oscillator shell (a so-called
degenerate model space) like the sd shell or the pf shell and (ii) two major shells (nondegenerate model space)
like the sdf7p3 shell or the pfg9 shell. We also present energy levels of several nuclei that have two valence
nucleons on top of a given closed-shell core.
Conclusions: Our results show that the present method works excellently in shell-model spaces that comprise
several oscillator shells, as well as in a single oscillator shell. We show, in particular, that the microscopic
intershell interactions are much more attractive than has been expected by degenerate perturbation theory. The
consequences for shell-model studies are discussed.

DOI: 10.1103/PhysRevC.89.024313 PACS number(s): 21.30.Fe, 21.60.Cs

I. INTRODUCTION

The nuclear shell model, a sophisticated theory based on
the configuration interaction method, has been one of the
central theoretical tools for understanding a wealth of data
from nuclear structure experiments. Owing to the rapid growth
in the dimensionality of the Hilbert space with increasing
degrees of freedom, we have to work within a reduced Hilbert
space, the so-called model space. Accordingly, we use an
effective interaction that is tailored to the chosen model space.
This effective interaction forms an essential input to all shell-
model studies. Equipped with modern sophisticated effective
interactions, the shell model has successfully described many
properties of nuclei.

There are two main approaches to determine effective
interactions for the nuclear shell model. One is based on fitting
two-body matrix elements to reproduce observed experimental
data. This approach is widely used in nuclear structure studies
and has been rather successful in reproducing properties of
known nuclei and in predicting not-yet-measured properties of
nuclei. The other approach is to derive the effective interaction
using many-body theories, starting from bare nucleon-nucleon
(NN ) interactions.

Although the first approach has been widely used with
great success [1–5], the main goal of effective interaction
theory is to construct and understand such sophisticated
effective interactions starting from the underlying nuclear
forces and so-called ab initio or first-principles many-body
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Abstract

The effective interaction in a model space has been calculated by the Krenciglowa–Kuo (KK) and the
Lee–Suzuki (LS) iterative methods, both of which assume that the unperturbed energies in the model space
are degenerate. We generalize these two methods in a natural and simple manner so that they apply also to
non-degenerate model spaces. The key to the generalization is to use the effective hamiltonian instead of
the effective interaction in the formulation of iterative schemes. Using test calculations in a simple model,
we demonstrate that the new methods work excellently.
© 2011 Elsevier B.V. All rights reserved.

Keywords: Effective interaction; Effective hamiltonian; Non-degenerate model space; Krenciglowa–Kuo; Lee–Suzuki

1. Introduction

In quantum many-body problems, especially in the field of nuclear physics, the concept of the
effective hamiltonian has been, and will continue, playing a very important role [1–5]. Many-
body systems necessarily require Hilbert spaces of huge dimensions for their description. We
divide, therefore, the whole Hilbert space into a model space (P -space) of a controllable size
and its complement (Q-space). Then we search for the effective hamiltonian H eff in the chosen
P -space, that is designed to reproduce exact eigenenergies of the full hamiltonian H and the
projections of true eigenstates onto the P -space. The problem is how to calculate such H eff.

The effective hamiltonian H eff is written as a sum of the unperturbed hamiltonian H0 and the
effective interaction V eff. Two iterative methods have been used for more than three decades to
calculate V eff, i.e., the Krenciglowa–Kuo (KK) [6] and the Lee–Suzuki (LS) [7] methods. Both
of these methods assume that the P -space unperturbed energies are completely degenerate. This
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given schematically by

Q̂(E) =
∏ V

E − (
∑
ϵa +

∑
ϵp −

∑
ϵh)int
, (3.20)

where the subscript int indicates intermediate states between two interaction vertices. Note that the
parameter E appears in all the denominators in the EKK method.

To make our diagram rules clear, let us see an example. The diagram shown in Fig. 3.2 is a

Figure 3.2: Core-polarization diagram as a second-order contribution to the Q̂-box. The energy de-
nominator is written as D1 and D2.

member of Q̂-box diagram. The diagram is a contribution from the second-order term in Eq. (2.71).
The energy denominator for the lower dashed line is denoted as D1 and for the intermediate state we
use D2, and the energy denominator of this diagram should be calculated as D1 − D2. Therefore, it
gives the following contribution to Q̂(E)

Fig. 3.2 (EKK)→ Vah,cpVpb,hd

E − ϵc − ϵb − ϵp + ϵh
. (3.21)

If we on the other hand employ the KK method in order to calculate the contribution to Q̂(ϵ0) from
Fig. 3.2, we would get

Fig. 3.2 (KK) → Vah,cpVpb,hd

(ϵc + ϵd) − ϵc − ϵp + ϵh − ϵb

=
Vah,cpVpb,hd

−ϵp + ϵh
(3.22)

where, in going to the second line, we have used the fact that the P-space is degenerate, and therefore
ϵa = ϵb = ϵc = ϵd and ϵc + ϵd = ϵ0.

Two points should be noted from the above example; first, in a degenerate model space, the EKK
result Eq. (3.21) with E = ϵ0 coincides with the KK result Eq. (3.22). This is a direct consequence
of the fact that the EKK formula contains the KK formula as a special case. Second, we can see the
problem of divergence of the KK formula applied naively to a non-degenerate model space. Consider
the case of 18O as an example, and let the P-space consist of two major shells (1s0d and 1p0 f -shells).
The single particle states are taken as the eigenstates of harmonic oscillator potential. Then, the
denominator of the first line in Eq. (3.22) vanishes for b, c, p ∈ 1s0d-shell, a, d ∈ 1p0 f -shell, and
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(A)KK method requires assumption that the model space is degenerate 

(B)Naive perturbation theory leads a divergence in non-degenerate model 
space

Example

Energy denominator is zero 
when εd - εb = εp - εh

We need a theory which satisfies 

(a)The assumption of degenerate 
model space is removed 

(b)Avoid the divergence appearing 
in Q-box diagrams 

→ EKK method as a re-summation 
scheme of KK method

Divergent problem of Q-box in non-degenerate model space
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1, · · · ,D): ⎛
⎜⎜⎜⎜⎜⎝
PHP PVQ
QVP QHQ

⎞
⎟⎟⎟⎟⎟⎠

⎛
⎜⎜⎜⎜⎜⎝
|φλ⟩
|ρλ⟩

⎞
⎟⎟⎟⎟⎟⎠ = Eλ

⎛
⎜⎜⎜⎜⎜⎝
|φλ⟩
|ρλ⟩

⎞
⎟⎟⎟⎟⎟⎠ , (2.22)

where |φλ⟩ = P|Ψλ⟩ is the projection of the true eigenstate |Ψλ⟩ onto the P-space. The Q-space
component is written as |ρλ⟩ = |Ψλ⟩ − |φλ⟩. Then we obtain

|ρλ⟩ = (Eλ − QHQ)−1QVP|φλ⟩ (2.23)

|φλ⟩ = (Eλ − PHP)−1PVQ|ρλ⟩. (2.24)

Substituting these equation, we can decouple the equation to P-space and Q-space respectively as
follows,

(
PHP − 1

Eλ − QHQ
QVP

)
|φλ⟩ = Eλ|φλ⟩ (2.25)

(
QHQ − 1

Eλ − PHP
PVQ

)
|ρλ⟩ = Eλ|ρλ⟩. (2.26)

The first equation is exactly the secure equation defined only in P-space and the second one is in Q-
space. For our purpose of obtaining the effective theory defined in P-space, we solve adapt Eq. (2.25)
and introduce the following Bloch-Horowitz effective Hamiltonian HBH defined purely in the P-space,

HBH(E) = PHP + PVQ
1

E − QHQ
QVP. (2.27)

Then Eq. (2.17) reads,
HBH(Eλ)|φλ⟩ = Eλ|φλ⟩, λ = 1, · · · ,D. (2.28)

Note that Eq. (2.28) requires a self-consistent solution, because HBH(Eλ) depends on the eigenen-
ergy Eλ. In the previous section, we saw the case in which we know the exact solution but still we
need to calculate the effective interaction. In this case, however, we do not know the exact solution
generally, because the Hamiltonian in the full space is supposed to have the intractably large dimen-
sion. Therefore, the energy-dependence of the effective interaction is not a desirable property for the
shell-model calculation, and therefore we adopt the energy-independent approach below.

2.2.3 Energy-independent approach

Next we introduce the energy-independent effective Hamiltonian in the P-space. We first choose d
eigenstates {|Ψi⟩, i = 1, · · · , d} among D solutions of Eq. (2.17), with d ≤ D. Then we require that
|φi⟩ = P|Ψi⟩, the P-space component of the chosen d eigenstates, be described by the d-dimensional
effective Hamiltonian Heff as

Heff |φi⟩ = Ei|φi⟩, i = 1, · · · , d. (2.29)

This energy-independent effective Hamiltonian is most concisely described as

Heff =

d∑

i=1

|φi⟩Ei⟨φ̃i|, (2.30)
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Then we impose the decoupling condition for the transformed HamiltonianH ,

0 = QHP = QVP − ωPHP + QHQω − ωPVQω, (3.3)

which decouples the P-space Schrödinger equation to Q-space.
Now we rewrite Eq. (3.3) as

(E − QHQ)ω = QVP − ωPH̃P − ωPVQω, (3.4)

where
H̃ = H − E (3.5)

is a shifted Hamiltonian obtained by the introduction of the energy parameter E. Equation (3.4) plays
the same role in the EKK method as Eq. (2.42) does in the KK method. The difference is that we
introduce a parameter E and replace PVP by PH̃P. By solving Eq. (3.4) iteratively as in the KK
method, we obtain the following iterative scheme to calculate the effective Hamiltonian Heff instead
of Veff ,

H̃(n)
eff = H̃BH(E) +

∞∑

k=1

Q̂k(E){H̃(n−1)
eff }k, (3.6)

where
H̃eff = Heff − E, H̃BH(E) = HBH(E) − E, (3.7)

and H̃(n)
eff stands for H̃eff at the n-th step. The effective Hamiltonian Heff is obtained as Heff = H(∞)

eff , and
satisfies

H̃eff = H̃BH(E) +
∞∑

k=1

Q̂k(E){H̃eff}k. (3.8)

The effective interaction, Veff, is then calculated by Eq. (2.36) as Veff = Heff − PH0P. Here the
definition of Q̂-box is the same as KK method, that is,

Q̂(E) = PVP + PVQ
1

E − QHQ
QVP, (3.9)

and the derivative of Q̂-box is

Q̂k(E) =
1
k!

dkQ̂(E)
dEk . (3.10)

Let us now compare the EKK and the KK methods. First, and most importantly, the above EKK
method does not require that the model space is degenerate. It can, therefore, be applied naturally to
a valence space composed of several shells. Second, Eq. (3.6) changes H̃eff , while Eq. (2.46) changes
only Veff at each step of the iterative process. Third, in order to perform the iterative step of Eq. (3.6),
we need to calculate Q̂k(E) at the arbitrarily specified energy E, instead of at ϵ0 for Eq. (2.46).

Equation (3.8) is interpreted as the Taylor series expansion of H̃eff around H̃BH(E), and changing E
corresponds to shifting the origin of the expansion, and therefore to a re-summation of the series. This
explains why the left hand side of Eq. (3.8) is independent of E, while each term on the right hand
side depends on E. This in turn means that we can tune the parameter E in Eq. (3.8) to accelerate the
convergence of the series on the right hand side, a feature which we will exploit in actual calculations.
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Decoupling equation

Introduce energy parameter E

Points: 
1. Arbitrary energy parameter E is introduced 

  → results do not depend on the choice of E 
2. Veff is substituted by Heff 
3. Q-box and its derivatives are not changed, but evaluated at E

Decoupling equation for the EKK method (formal solution)
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EKK solution of parameter E
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3.2 Extended Kuo-Krenciglowa method in many-body system

Here we derive the effective Hamiltonian Heff of the Extended Kuo-Krenciglowa (EKK) method, with
an emphasis on its similarity with the KK method discussed in the Chap. 2.

3.2.1 Derivation of the Extended Kuo-Krenciglowa method

We consider first the general situation where the energies of the valence single-particle states in PH0P
are not necessarily degenerate. In this case, we have to apply the EKK formula Eq. (3.6) to our many-
body systems.

We start from the Hamiltonian in many-body system,

H = H0 + V

=
∑

ϵαa†αaα +
1
2

∑

αβ,γδ

Vαβ,γδa†αa†βaδaγ, (3.11)

We can confirm that, in order to derive Eq. (3.6), we need to change the decomposition Eq. (2.53) of
the Hamiltonian in the KK method. Suppose we decompose the total Hamiltonian into the following
unperturbed Hamiltonian H′0 and the perturbation V ′

H′0 = PEP + QH0Q

V ′ = V − P(E − H0)P, (3.12)

or in the matrix form,

H = H′0 + V ′

=

⎛
⎜⎜⎜⎜⎜⎝
E 0
0 QH0Q

⎞
⎟⎟⎟⎟⎟⎠ +

⎛
⎜⎜⎜⎜⎜⎝
PH̃P PVQ
QVP QVQ

⎞
⎟⎟⎟⎟⎟⎠ , (3.13)

where H̃ ≡ H−E. With the above unperturbed Hamiltonian H′0 in Eq. (3.12), we can treat the P-space
as being degenerate at the energy E, and therefore we can follow the derivation of Eq. (2.86) in the
KK method, to achieve

H̃eff = H̃BH(E) − Q̂′(E)
∫

H̃BH(E) + Q̂′(E)
∫

H̃BH(E)
∫

H̃BH(E) · · · , (3.14)

which is then converted into

H̃eff = H̃BH(E) +
dQ̂(E)

dE
H̃eff +

1
2!

d2Q̂(E)
dE2 {H̃eff}2 + · · · . (3.15)

The point is that the derivative of Q̂-box is the same as derivative of HBH. Since the Q̂-box include
the interaction of QVP,PVQ and QVQ, all the interaction vertices are not affected by the shift of
unperturbed Hamiltonian from H0 to H′0.
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1, · · · ,D): ⎛
⎜⎜⎜⎜⎜⎝
PHP PVQ
QVP QHQ

⎞
⎟⎟⎟⎟⎟⎠

⎛
⎜⎜⎜⎜⎜⎝
|φλ⟩
|ρλ⟩

⎞
⎟⎟⎟⎟⎟⎠ = Eλ

⎛
⎜⎜⎜⎜⎜⎝
|φλ⟩
|ρλ⟩

⎞
⎟⎟⎟⎟⎟⎠ , (2.22)

where |φλ⟩ = P|Ψλ⟩ is the projection of the true eigenstate |Ψλ⟩ onto the P-space. The Q-space
component is written as |ρλ⟩ = |Ψλ⟩ − |φλ⟩. Then we obtain

|ρλ⟩ = (Eλ − QHQ)−1QVP|φλ⟩ (2.23)

|φλ⟩ = (Eλ − PHP)−1PVQ|ρλ⟩. (2.24)

Substituting these equation, we can decouple the equation to P-space and Q-space respectively as
follows,

(
PHP − 1

Eλ − QHQ
QVP

)
|φλ⟩ = Eλ|φλ⟩ (2.25)

(
QHQ − 1

Eλ − PHP
PVQ

)
|ρλ⟩ = Eλ|ρλ⟩. (2.26)

The first equation is exactly the secure equation defined only in P-space and the second one is in Q-
space. For our purpose of obtaining the effective theory defined in P-space, we solve adapt Eq. (2.25)
and introduce the following Bloch-Horowitz effective Hamiltonian HBH defined purely in the P-space,

HBH(E) = PHP + PVQ
1

E − QHQ
QVP. (2.27)

Then Eq. (2.17) reads,
HBH(Eλ)|φλ⟩ = Eλ|φλ⟩, λ = 1, · · · ,D. (2.28)

Note that Eq. (2.28) requires a self-consistent solution, because HBH(Eλ) depends on the eigenen-
ergy Eλ. In the previous section, we saw the case in which we know the exact solution but still we
need to calculate the effective interaction. In this case, however, we do not know the exact solution
generally, because the Hamiltonian in the full space is supposed to have the intractably large dimen-
sion. Therefore, the energy-dependence of the effective interaction is not a desirable property for the
shell-model calculation, and therefore we adopt the energy-independent approach below.

2.2.3 Energy-independent approach

Next we introduce the energy-independent effective Hamiltonian in the P-space. We first choose d
eigenstates {|Ψi⟩, i = 1, · · · , d} among D solutions of Eq. (2.17), with d ≤ D. Then we require that
|φi⟩ = P|Ψi⟩, the P-space component of the chosen d eigenstates, be described by the d-dimensional
effective Hamiltonian Heff as

Heff |φi⟩ = Ei|φi⟩, i = 1, · · · , d. (2.29)

This energy-independent effective Hamiltonian is most concisely described as

Heff =

d∑

i=1

|φi⟩Ei⟨φ̃i|, (2.30)
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Then we impose the decoupling condition for the transformed HamiltonianH ,

0 = QHP = QVP − ωPHP + QHQω − ωPVQω, (3.3)

which decouples the P-space Schrödinger equation to Q-space.
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is a shifted Hamiltonian obtained by the introduction of the energy parameter E. Equation (3.4) plays
the same role in the EKK method as Eq. (2.42) does in the KK method. The difference is that we
introduce a parameter E and replace PVP by PH̃P. By solving Eq. (3.4) iteratively as in the KK
method, we obtain the following iterative scheme to calculate the effective Hamiltonian Heff instead
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eff , and
satisfies

H̃eff = H̃BH(E) +
∞∑

k=1

Q̂k(E){H̃eff}k. (3.8)

The effective interaction, Veff, is then calculated by Eq. (2.36) as Veff = Heff − PH0P. Here the
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and the derivative of Q̂-box is
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Let us now compare the EKK and the KK methods. First, and most importantly, the above EKK
method does not require that the model space is degenerate. It can, therefore, be applied naturally to
a valence space composed of several shells. Second, Eq. (3.6) changes H̃eff , while Eq. (2.46) changes
only Veff at each step of the iterative process. Third, in order to perform the iterative step of Eq. (3.6),
we need to calculate Q̂k(E) at the arbitrarily specified energy E, instead of at ϵ0 for Eq. (2.46).

Equation (3.8) is interpreted as the Taylor series expansion of H̃eff around H̃BH(E), and changing E
corresponds to shifting the origin of the expansion, and therefore to a re-summation of the series. This
explains why the left hand side of Eq. (3.8) is independent of E, while each term on the right hand
side depends on E. This in turn means that we can tune the parameter E in Eq. (3.8) to accelerate the
convergence of the series on the right hand side, a feature which we will exploit in actual calculations.

EKK method
New parameter E (arbitrary parameter)

N. Tsunoda, K. Takayanagi, M. Hjorth-Jensen, and T. Otsuka, Phys. Rev. C 89, 024313 (2014).
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For the further decomposition, we introduce two things. One is Q̂-box and the other is folded
diagrams. The Q̂-box is defined as

Q̂(E) = PVP + PVQ
1

E − QHQ
QVP

= PVP + PVQ
1

E − QH0Q
QVP + PVQ

1
E − QH0Q

QVQ
1

E − QH0Q
QVP + · · · (2.71)

which is already appeared in the formal theory of KK method and LS method. The Q̂-box is the
summation of all the contribution of the “irreducible” diagrams. Here the term “irreducible” means
that the diagrams cannot be divided into two pieces by cutting the P-space state by a horizontal line.
Therefore, in the evaluation of Q̂-box, we do not face to the divergence caused by the zero energy-
denominator, if the P-space is degenerate and the unperturbed Q-space energy is different from that
of P-space.

Next, we move to the folded diagrams. Let us consider the diagram which includes two vertices
at t = t1 and t = t2, with t1 > t2. When the state before t = t2 and after t = t2 are the same, clearly we
face to the zero denominator. This divergence can be factorized as follows:

❝❝t1
t2

= ❝t1 × ❝t2 − ❝t1

❝t2
!
! . (2.72)

In the left hand side, 0 > t1 > t2, and in the right hand side, the first term does not have the restriction
of ordering and the second term is the corresponding subtraction of 0 > t2 > t1. Suppose the railed line
is in Q-space and the other is in P-space. Since P-space is degenerate, the left hand side is obviously
divergent. In the right hand side, the divergence is only appearing in the second factor in the first
term. In this sense, Eq. (2.72) shows the minimal example of factorization of the divergence. Our
purpose of implement the factorization theorem and folded diagram procedure is that we factorize the
divergence and cancel them so that we obtain the finite physical results.

Now we come back to the factorization of Eq. (2.70). Both the first and second term include the
divergence. The first term |χP⟩, which terminate at t = 0 as P-space state, is expressed as

|χP⟩ = + ✉ + ✉✉ + ✉✉✉ + · · · (2.73)

where filled circle represent the Q̂-box and the line is the two-body states within P-space. Since we
are considering of degenerate P-space, this leads a clear divergence. On the other hand, the second
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condition, the following solution need the condition of degenerate unperturbed eigenvalues in P-
space. We first explain the KK method [27] for the degenerate model space. Then we explain the
LS method [28] for the degenerate model space. Both methods eliminate the energy-dependence of
HBH(E) of Eq. (2.27) by introducing the so-called Q̂-box and its energy derivatives, resulting in an
energy-independent effective interaction Heff .

2.3.1 Kuo-Krenciglowa (KK) method

In the KK method, we assume a degenerate model space,

PH0P = ϵ0P. (2.41)

Then Eq. (2.34) reads

(ϵ0 − QHQ)ω = QVP − ωPVP − ωPVQω. (2.42)

The KK method provide us a one possible way to solve this decoupling equation. Multiplying (ϵ0 −
QHQ) from the left,

ω =
1

ϵ0 − QHQ
(QVP − ω (PVP + PVQω))

=
1

ϵ0 − QHQ
(QVP − ωVeff) , (2.43)

using the expression of Veff in Eq. (2.36). Then we obtain the the following iterative form:

ω(n) =
1

ϵ0 − QHQ

(
QVP − ω(n)V (n−1)

eff

)
, (2.44)

where ω(n) and V (n)
eff = PVP + PVQω(n) stand for ω and Veff in the n-th step, respectively.

Now we introduce the important operator called Q̂-box as follows:

Q̂(E) = PVP + PVQ
1

E − QHQ
QVP,

Q̂k(E) =
1
k!

dkQ̂(E)
dEk . (2.45)

The Q̂-box is clearly defined as an operator act in P-space. Intuitively this quantity stands for the
interacting matrix which the P-space wavefunction having energy E makes excited to Q-space, and
propagate in Q-space, and then makes it back to P-space again.

Then we immediately arrive at the following iterative formula for V (n)
eff :

V (n)
eff = Q̂(ϵ0) +

∞∑

k=1

Q̂k(ϵ0){V (n−1)
eff }k. (2.46)

In the limit of n → ∞, Eq. (2.46) gives Veff = V (∞)
eff , if the iteration converges. The first term of

Eq. (2.46) is Q̂-box itself, which means the effective interaction include the effect of virtual excitation

KK method (conventional)

where p indicate product wavefunction.

⟨k1k2J|V |k3k4J⟩p =
∑

mi

⟨ j1m1 j2m2|JM⟩⟨ j3m3 j4m4|JM⟩⟨k1m1k2m2|V |k3m3k4m4⟩p (58)

|k1k2J⟩ = N12

∑

mi

⟨k1m1k2m2|JM⟩|k1m1k2m2⟩ (59)

N12 =
1

√
1 + δk1,k2

(60)

Therefore,

⟨k1k2J|V | j3 j4J⟩ = 1
√

(1 + δk1,k2δk3,k4 )
{⟨k1k2J|V |k3k4J⟩p − (−1) j3+ j4−J⟨k1k2J|V |k4k3J⟩p} (61)

H = H0 + V (62)

=

(
PH0P 0

0 QH0Q

)
+

(
PVP PVQ
QVP QVQ

)
(63)
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given schematically by

Q̂(E) =
∏ V

E − (
∑
ϵa +

∑
ϵp −

∑
ϵh)int
, (3.20)

where the subscript int indicates intermediate states between two interaction vertices. Note that the
parameter E appears in all the denominators in the EKK method.

To make our diagram rules clear, let us see an example. The diagram shown in Fig. 3.2 is a

Figure 3.2: Core-polarization diagram as a second-order contribution to the Q̂-box. The energy de-
nominator is written as D1 and D2.

member of Q̂-box diagram. The diagram is a contribution from the second-order term in Eq. (2.71).
The energy denominator for the lower dashed line is denoted as D1 and for the intermediate state we
use D2, and the energy denominator of this diagram should be calculated as D1 − D2. Therefore, it
gives the following contribution to Q̂(E)

Fig. 3.2 (EKK)→ Vah,cpVpb,hd

E − ϵc − ϵb − ϵp + ϵh
. (3.21)

If we on the other hand employ the KK method in order to calculate the contribution to Q̂(ϵ0) from
Fig. 3.2, we would get

Fig. 3.2 (KK) → Vah,cpVpb,hd

(ϵc + ϵd) − ϵc − ϵp + ϵh − ϵb

=
Vah,cpVpb,hd

−ϵp + ϵh
(3.22)

where, in going to the second line, we have used the fact that the P-space is degenerate, and therefore
ϵa = ϵb = ϵc = ϵd and ϵc + ϵd = ϵ0.

Two points should be noted from the above example; first, in a degenerate model space, the EKK
result Eq. (3.21) with E = ϵ0 coincides with the KK result Eq. (3.22). This is a direct consequence
of the fact that the EKK formula contains the KK formula as a special case. Second, we can see the
problem of divergence of the KK formula applied naively to a non-degenerate model space. Consider
the case of 18O as an example, and let the P-space consist of two major shells (1s0d and 1p0 f -shells).
The single particle states are taken as the eigenstates of harmonic oscillator potential. Then, the
denominator of the first line in Eq. (3.22) vanishes for b, c, p ∈ 1s0d-shell, a, d ∈ 1p0 f -shell, and
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KK methodEKK method

We can choose E to avoid divergence ! 
Note that the choice of E is arbitrary and should give the same result if the 
Q-box is calculated without any approximation. 
Inversely, E-dependence is a measure of error coming from the 
approximation
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Diagrams appearing in EKK method
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3.2. Extended Kuo-Krenciglowa method in many-body system 39

Figure 3.1: The examples of the states consist of core plus two particles. The diagram (i) is in P-space
and (ii) and (iii) is in Q-space.

important to get convinced that in diagram (iii) contains the single particle states of diagram (i), but
as a whole, the state is in Q-space. In diagram (ii), although the state a is in one of the valence orbits,
the two-body state as a whole does not in P-space. Therefore ϵa appears only in the Q-space energy,
while a†a appears in all of the above three states.

To implement the time dependent perturbation theory, we need to move onto the interaction pic-
ture. The interaction picture for those states are different from that of in KK method;

|ψi(t)⟩ =e−iH′0t|ψi⟩ =e−iEt|ψi⟩
{a†aa†p|c⟩}(t) =e−iH′0t{a†aa†p|c⟩} =e−i(ϵa+ϵp)ta†aa†p|c⟩, (3.18)

{a†aa†ba†pah|c⟩}(t) =e−iH′0t{a†aa†ba†pah|c⟩} =e−i(ϵa+ϵb+ϵp−ϵh)ta†aa†ba†pah|c⟩,

where |ψi⟩ is the states of P-space. It is important to notice that Eq. (2.59) is no longer valid for the
Hamiltonian of EKK method. This is because the expression of H′0,

H′0 = PEP + Q
∑

ϵαa†i aiQ (3.19)

include projection operator to the core state wave function in the projection operator P and Q. The
commutation [H0, a] and [H0, a†] is not as simple as that in KK method.

Nevertheless, because Eq. (3.18) holds, we can retain the diagrammatic approach of EKK method
with a small modification of the evaluation of the diagram. The modification is that when we find the
two-body states in the P-space, we replace the energy denominator of that point to E instead of the
sum of single-particle energies. Corresponds to the fact that the diagram (iii) in Fig. 3.1 is in Q-space,
the energy denominator for the diagram (iii) is not E + ϵp − ϵh, but ϵa + ϵb + ϵp − ϵh. In the perturbative
expansion of Q̂(E) in Eq. (2.71), all the intermediate states are in the Q-space, and their unperturbed
energies are given as in (ii) and (iii) of the above example. The general structure of Q̂(E) can then be
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B.2. The evaluation of folded diagrams 93

As the assumption of induction, we assume that the value can be calculated by the product of two
pieces, that is,

S k,l = S k · S ′l (k ≤ n, l ≤ m). (B.4)

Now we consider the quantity S n,m+1, that is, the second piece has m + 1 vertices. Depending on
the position of the last m + 1-th vertex, the sum of the denominator factor can be written as follows:

S n,m+1 = S n,m
1

Dn + D′m+1
+ S n−1,m

1
Dn + D′m+1

1
Dn−1 + D′m+1

+ · · · . (B.5)

Let us label the time of the vertex as (t1, t2, · · · , tn) and (t′1, t
′
2, · · · , t′m, t′m+1). Then, the first term of

Eq. (B.5) is for tn ≤ tm+1 < 0, and the second term is for tn−1 ≤ tm+1 < tn, and so on. Using the
assumption of induction Eq. (B.4), S n,m+1 can be calculated as follows:

S n,m+1 = S n · S ′m
1

Dn + D′m+1
+ S n−1 · S m

1
Dn + D′m+1

1
Dn−1 + D′m+1

+ · · ·

= S n · S ′m
(

1
Dn + D′m+1

(
1 +

Dn

Dn−1 + D′m+1

(
1 +

Dn−1

Dn−2 + D′m+1

(
1 + · · ·

+
D2

D1 + D′m+1

(
1 +

D1

D′m+1

)
· · ·

)

= S n · S ′m ·
1

D′m+1

= S n · S ′m+1. (B.6)

This indicate that the Eq. (B.4) is also valid for the case of S n,m+1. The case of S n+1,m is the same.
Therefore, it is proved that Eq. (B.4) is valid for all the n and m.

B.2 The evaluation of folded diagrams

To show how the folded diagram is calculated, we show the minimal example of the folded diagram
in Fig. B.2. The railed line represent the state γ is in Q-space. The diagram Fig. B.2 is calculated as

t=0

t=t1

t=t2

δ

γ
β

α

Figure B.3: folded diagram differentiation
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(B.2) =
VαβVβγVγδ

(ϵα − ϵγ − (ϵα − ϵβ))(ϵα − ϵγ)

=VαβVβγVγδ

(
(ϵα − ϵγ) − (ϵα − ϵβ)

)−1 − (ϵα − ϵγ)−1

ϵα − ϵβ
(B.7)

since P-space is degenerate, we should take the limit of ϵβ → ϵα and obtain

=
d

dω

(
VβγVγδ

ω − ϵγ

)

ω=α

× Vαβ (B.8)

In the general case, the folded diagram including of the Q̂-box is calculated as the derivative of Q̂-box
with respect to energy parameter.

Using the expression of Q̂-box,

Heff = Q̂ − Q̂
∫

Q̂ + Q̂
∫

Q̂
∫

Q̂ − · · · . (B.9)

Knowing the fact that the Q̂-box can be written as follows,

Q̂(ω)αβ = Vαβ +
∑

i

VαiViβ

ω − ϵi
+

∑

i j

VαiVi jV jβ

(ω − ϵi)(ω − ϵ j)
+ · · · (B.10)

it is straight forward to prove folded diagram can be calculated by the derivatives with respect to ω.
After all, we reach the expression of calculate the effective interaction Veff in iterative formula,

V (n)
eff = Q̂ +

∞∑

m=1

1
m!

dmQ̂
dEm

0
{V (n−1)

eff }m, (B.11)

B.3 Linked Cluster Theory in Extended Kuo-Krenciglowa method

With the knowledge of Secs. B.1 and B.2, we summarize the folded-diagram method in EKK method
here in this section. As a consequence, what we need to evaluate is only valence-linked irreducible
diagrams and its derivatives for folded diagrams, as we claimed in Chap. 3.

First, we briefly repeat the proof of the factorization theorem in EKK method. The naive appli-
cation of the factorization theorem to the diagrams appearing in the diagrams of EKK method fails,
because the total energy denominator of diagram consist of disconnected pieces is not equal to the
sum of the denominators of individual pieces, when we have the state within P-space. This problem
is cured by the rewritten of the Hamiltonian of EKK method as follows:

H = H0 + V

= H′0 + V ′

= H′0 − P(E − H0)P + V

= H′0 + V1 + V, (B.12)
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Figure 3.4: Insertion of V1 in EKK method. The wavy line and the cross indicate the insertion of
V1 interaction up to infinite order in perturbation. The pairs of lines indicate the two-body states in
P-space and the gray circles and parabolas are the states in Q-space.

3.2.3 Poles of Q̂-box

In this subsection, we analyze the position of the pole of the Q̂-box. It will be proved later that the
pole of the Q̂-box is not located no lower than certain point.

Figure 3.5: The harmonic oscillator potential. The dashed red square indicate the model space.

Figure 3.5 shows the schematic figure of unperturbed orbitals, which is often taken as harmonic
oscillator eigenstates, and valence particle states. The red dashed square represent the position of
P-space and the orbits below the box are the hole states and above the box are particle states out side
the model space. The position of the pole of Q̂-box is easily extracted from Eq. (3.20),

Epole =
∑

int

(ϵa + ϵp − ϵh). (3.31)

Let us put the largest single particle energy of the hole state as ϵmax
h and the smallest single particle

energy of the particle state as ϵmin
p . Now we are concerning is two-body states. Therefore, in any of

intermediate states, the number of particle Np and the number of hole Nh fulfill the following relation,

Np − Nh = 2, Nh ≥ 0 (3.32)

42 Chapter 3. Extended Kuo-Krenciglowa method

the left piece is a†aa†b|c⟩ ∈ P. However, for the total state is a†aa†ba†p3a†p4ah1ah2|c⟩ ∈ Q, the denominator
should be evaluated by the sum of single-particle energies present. The resultant denominator is no
longer the sum of individual denominators.

With this diagram rule the factorization theorem is no longer valid. We saw in Chap. 2, that
we need to factorize the divergence appearing in the perturbation theory (see Eqs. (2.68), (2.70),
(2.74), (2.75)). For naive factorization theorem does not hold in EKK method, we need a further
resummation to utilize the same equations in EKK method. We rewrite the Hamiltonian as follows:

H = H0 + V

= H′0 + V ′

= H′0 − P(E − H0)P + V

= H′0 + V1 + V, (3.26)

where V1 = −P(E − H0)P defined purely in P-space is to be regarded as perturbation as well. What
we want to prove now is, for example, that the factorization like

U(0,−∞)|ψα⟩ = UV(0,−∞)a†i a†j |c⟩ × U(0,−∞)|c⟩ (3.27)

still hold in EKK method. We consider the following resummation ; once we find the state in P-space,
we insert V1 interaction up to infinite order. Explicitly, for a P-space state |ψi⟩ = a†aa†b|c⟩ in interaction
picture of EKK Hamiltonian,

|ψi(t)⟩ = e−iEt|ψi⟩ (3.28)

is changed as follows,

PeiV1tP|ψi(t)⟩ = Pei(E−H0)tP|ψi(t)⟩
= e−iH0t|ψi⟩
= e−i(ϵa+ϵb)t|ψi⟩. (3.29)

With this transformation, the energy denominators are always the sum of individual pieces. Schemat-
ically, the factorization shown in Eq. (3.27) and the insertion of V1 are shown in Fig. 3.4. The other
necessary factorization is also true with the same discussion. Once we know the factorization holds
with the insertion of V1 up to infinite order, we know that the factorization can be performed and we
can remove the divergence in the same way as in KK method. Here we have to stress that in the actual
calculation, however, we do not need to insert V1 every time. After removing the divergence by use
of folded diagrams, we calculate Q̂-box with the Hamiltonian H = H′0 + V ′, with the diagram rules
we discussed.

Finally we obtain the following iterative formula,

H̃(n)
eff = H̃BH(E) +

∑
Q̂k(E){H̃(n−1)

eff }k. (3.30)
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Figure 3.5 shows the schematic figure of unperturbed orbitals, which is often taken as harmonic
oscillator eigenstates, and valence particle states. The red dashed square represent the position of
P-space and the orbits below the box are the hole states and above the box are particle states out side
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Let us put the largest single particle energy of the hole state as ϵmax
h and the smallest single particle

energy of the particle state as ϵmin
p . Now we are concerning is two-body states. Therefore, in any of

intermediate states, the number of particle Np and the number of hole Nh fulfill the following relation,
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Then we impose the decoupling condition for the transformed HamiltonianH ,

0 = QHP = QVP − ωPHP + QHQω − ωPVQω, (3.3)

which decouples the P-space Schrödinger equation to Q-space.
Now we rewrite Eq. (3.3) as

(E − QHQ)ω = QVP − ωPH̃P − ωPVQω, (3.4)

where
H̃ = H − E (3.5)

is a shifted Hamiltonian obtained by the introduction of the energy parameter E. Equation (3.4) plays
the same role in the EKK method as Eq. (2.42) does in the KK method. The difference is that we
introduce a parameter E and replace PVP by PH̃P. By solving Eq. (3.4) iteratively as in the KK
method, we obtain the following iterative scheme to calculate the effective Hamiltonian Heff instead
of Veff ,

H̃(n)
eff = H̃BH(E) +

∞∑

k=1

Q̂k(E){H̃(n−1)
eff }k, (3.6)

where
H̃eff = Heff − E, H̃BH(E) = HBH(E) − E, (3.7)

and H̃(n)
eff stands for H̃eff at the n-th step. The effective Hamiltonian Heff is obtained as Heff = H(∞)

eff , and
satisfies

H̃eff = H̃BH(E) +
∞∑

k=1

Q̂k(E){H̃eff}k. (3.8)

The effective interaction, Veff, is then calculated by Eq. (2.36) as Veff = Heff − PH0P. Here the
definition of Q̂-box is the same as KK method, that is,

Q̂(E) = PVP + PVQ
1

E − QHQ
QVP, (3.9)

and the derivative of Q̂-box is

Q̂k(E) =
1
k!

dkQ̂(E)
dEk . (3.10)

Let us now compare the EKK and the KK methods. First, and most importantly, the above EKK
method does not require that the model space is degenerate. It can, therefore, be applied naturally to
a valence space composed of several shells. Second, Eq. (3.6) changes H̃eff , while Eq. (2.46) changes
only Veff at each step of the iterative process. Third, in order to perform the iterative step of Eq. (3.6),
we need to calculate Q̂k(E) at the arbitrarily specified energy E, instead of at ϵ0 for Eq. (2.46).

Equation (3.8) is interpreted as the Taylor series expansion of H̃eff around H̃BH(E), and changing E
corresponds to shifting the origin of the expansion, and therefore to a re-summation of the series. This
explains why the left hand side of Eq. (3.8) is independent of E, while each term on the right hand
side depends on E. This in turn means that we can tune the parameter E in Eq. (3.8) to accelerate the
convergence of the series on the right hand side, a feature which we will exploit in actual calculations.
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FIG. 2. (Color online) Tensor-force monopole component of low-momentum interaction Vlowk as function of the cutoff parameter ! for
(a) T = 0 forces in the pf shell, (b) T = 1 forces in the pf shell, (c) T = 0 forces in the sd shell, and (d) T = 1 forces in the sd shell. The
cutoff parameter ! of Vlowk varies from 1.0 to 5.0 fm−1.

the bare tensor force in the limit of ! → ∞ by definition. In
this limit δV is zero. Since matrix elements of the tensor force,
particularly for low-momentum states, are not affected much
by the short-range modification, the effect of the tensor-force
component in the first term of Eq. (3) remains the same to
a large extent, even with finite ! values, unless it becomes
extremely small. The fact that the RP is almost fulfilled in
numerical calculations (as we can see in Fig. 2) implies
therefore that the second term δV results in small contributions
to the tensor force or does not change the long-range part of the
tensor force. The origin of the weak tensor-force component
in δV can be understood by the arguments presented in Sec. V,
arguments that are based on the close relation between the Vlowk

renormalization process and contributions from MBPT that
represent long-range corrections, as discussed in Refs. [8,16]
as well. We shall come back to this point in Sec. V.

IV. RENORMALIZATION OF THE CENTRAL FORCE

Contrary to the tensor force, it can be seen from our numer-
ical studies that the central force does not fulfill the RP and
is, indeed, affected strongly by the renormalization procedure
due to the short-range part of the NN interaction. This is
reflected in a much stronger cutoff dependence as well. The
central-force monopole part of δV in Eq. (3) is thus not small.

Figure 3 shows the monopole part of the central force of
the bare AV8’ potential obtained by the decomposition of
Eq. (7). In Fig. 3 we show also the corresponding central-
force monopole component using the Vlowk renormalized
interaction originating from the AV8’ potential, labeled full.

We show also results where the tensor-force component
has been subtracted from the bare NN interaction in the
renormalization procedure, labeled TS in Fig. 3. What we
can see in Fig. 3 is the effect of the renormalization
due to the short-range part of the bare realistic NN interaction.
The difference between bare AV8’ and Vlowk (TS) lies mainly
in the renormalization due to the short-range part of the central
force, as the tensor force is subtracted in Vlowk (TS). On the
other hand, the difference between Vlowk (TS) and Vlowk (full)
comes solely from the renormalization due to the short-range
part of the tensor force.
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FIG. 3. (Color online) Central-force component of the monopole
term of the bare AV8’, Vlowk (TS), and Vlowk (full) for the sd shell; see
text for further details and discussion. The central-force component
is obtained using the decomposition of Eq. (7). The effect of the
renormalization on the short-range tensor force is also shown. The
cutoff value is chosen as ! = 2.1 fm−1.
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FIG. 2. (Color online) Tensor-force monopole component of low-momentum interaction Vlowk as function of the cutoff parameter ! for
(a) T = 0 forces in the pf shell, (b) T = 1 forces in the pf shell, (c) T = 0 forces in the sd shell, and (d) T = 1 forces in the sd shell. The
cutoff parameter ! of Vlowk varies from 1.0 to 5.0 fm−1.

the bare tensor force in the limit of ! → ∞ by definition. In
this limit δV is zero. Since matrix elements of the tensor force,
particularly for low-momentum states, are not affected much
by the short-range modification, the effect of the tensor-force
component in the first term of Eq. (3) remains the same to
a large extent, even with finite ! values, unless it becomes
extremely small. The fact that the RP is almost fulfilled in
numerical calculations (as we can see in Fig. 2) implies
therefore that the second term δV results in small contributions
to the tensor force or does not change the long-range part of the
tensor force. The origin of the weak tensor-force component
in δV can be understood by the arguments presented in Sec. V,
arguments that are based on the close relation between the Vlowk

renormalization process and contributions from MBPT that
represent long-range corrections, as discussed in Refs. [8,16]
as well. We shall come back to this point in Sec. V.

IV. RENORMALIZATION OF THE CENTRAL FORCE

Contrary to the tensor force, it can be seen from our numer-
ical studies that the central force does not fulfill the RP and
is, indeed, affected strongly by the renormalization procedure
due to the short-range part of the NN interaction. This is
reflected in a much stronger cutoff dependence as well. The
central-force monopole part of δV in Eq. (3) is thus not small.

Figure 3 shows the monopole part of the central force of
the bare AV8’ potential obtained by the decomposition of
Eq. (7). In Fig. 3 we show also the corresponding central-
force monopole component using the Vlowk renormalized
interaction originating from the AV8’ potential, labeled full.

We show also results where the tensor-force component
has been subtracted from the bare NN interaction in the
renormalization procedure, labeled TS in Fig. 3. What we
can see in Fig. 3 is the effect of the renormalization
due to the short-range part of the bare realistic NN interaction.
The difference between bare AV8’ and Vlowk (TS) lies mainly
in the renormalization due to the short-range part of the central
force, as the tensor force is subtracted in Vlowk (TS). On the
other hand, the difference between Vlowk (TS) and Vlowk (full)
comes solely from the renormalization due to the short-range
part of the tensor force.
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FIG. 3. (Color online) Central-force component of the monopole
term of the bare AV8’, Vlowk (TS), and Vlowk (full) for the sd shell; see
text for further details and discussion. The central-force component
is obtained using the decomposition of Eq. (7). The effect of the
renormalization on the short-range tensor force is also shown. The
cutoff value is chosen as ! = 2.1 fm−1.
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FIG. 4. (Color online) The tensor-force monopole component of the effective interaction for the shell model obtained by the Q̂ box
expansion to second and third order in the interaction, starting from Vlowk(! = 2.1 fm−1). The tensor-force component is obtained using the
decomposition of Eq. (7). (a) T = 0 forces in the pf shell, (b) T = 1 forces in the pf shell, (c) T = 0 forces in the sd shell, and (d) T = 1
forces in the sd shell.

into contributions from individual S’s as

η(φ) = −
∑

S

ζ (φ, S)
%ES

, (12)

where

ζ (φ, S) =
∑

j∈S

⟨φ|H1|ψj ⟩⟨ψj |H1|φ⟩. (13)

For a given S, all ψj s are included, and the summation can be
replaced by the closure relation as

ζ (φ, S) = ⟨φ|{H1H1}S |φ⟩, (14)

where the braces { }S are introduced to indicate that the second
H1 changes φ to an S-configuration state in the Q space and
the first H1 moves it back to state φ in the P space. In other
words, H1H1 in this equation cannot be a simple product, but
a certain contraction is needed, as we shall show soon.

By utilizing Eq. (10), we obtain

{H1H1}S =
∑

p1,p2

wp1wp2{(U (p1) · X(p1))(U (p2) · X(p2))}S

=
∑

k=0,1,2

(2k + 1)

(
∑

p1,p2

wp1wp2

⎧
⎨

⎩

p1 p2 k
p1 p2 k
0 0 0

⎫
⎬

⎭ {[[U (p1) × U (p2)](k) × [X(p1) × X(p2)](k)](0)}S

)

, (15)

where the terms in curly braces are 9j symbols and k
implies the rank of the recoupling. The operator {[U (p1) ×
U (p2)](k)}S acts in the P space as a rank-k two-body
operator in spin space, while {[X(p1) × X(p2)](k)}S acts
as a rank-k two-body operator in coordinate space. Be-
cause the contraction due to the elimination of the Q
space does not affect the angular momentum proper-
ties, the variable k = 0, 1, 2 represents induced central,
spin-orbit, and tensor forces in the P space, respec-
tively.

Since we are mainly interested in the tensor component,
we focus on the case of k = 2, with the obvious restriction
p1 + p2 ! 2. Since the above 9j symbols are proportional to
1/

√
(2p1 + 1)(2p2 + 1), it is easy to convince oneself that the

central-force component receives the largest contribution from
the 9j symbol. Furthermore, for our analyses it is important
to keep in mind that the expectation value of the central com-
ponent is the largest in absolute value, the tensor component
is the second largest, and the spin-orbit term gives rise to the
smallest contribution to the renormalized Vlowk interaction.
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Renormalization persistency of tensor force 
 = tensor force survives renormalization treatment
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tensor force. Note that vm’s for the GXPF1A interaction
(G matrix) are mostly repulsive (attractive) for j ! j0. We
subtract the tensor contribution as was done in Fig. 1(b),
and show the result in Fig. 1(d) as well as those of the
Gaussian central force with f0;1 ¼ 0:6f0;0 and f1;1 ¼
"0:8f0;0. The basic feature can be reproduced, while T ¼
1 j ¼ j0 cases need a certain attention as they show some
deviations also in sd shell as shown below.

Figures 1(e)–1(h) exhibit vm’s in the sd shell, similar to
what is shown in Figs. 1(a)–1(d). The SDPF-M interaction
[12] is taken as the realistic interaction. All features dis-
cussed for the pf shell are seen, and the tensor-subtracted
values are reproduced by the same Gaussian central force.
One sees repulsive corrections to vm’s from the G matrix
for T ¼ 1 and j ! j0, similar to our findings in the pf
shell. This correction is linked with the oxygen drip line, its
origin has been a puzzle, but has recently been resolved
[13].

Based on the above results, we introduce the monopole-
based universal interaction, VMU. As shown in Fig. 2, VMU

consists of two terms. The first term is the Gaussian central
force discussed so far, and should contain many compli-
cated processes including multiple meson exchanges. The
second one is the tensor force comprised of ! and "meson
exchanges [3]. The VMU interaction resembles Weinberg’s
original model for chiral perturbation theory [14], if one

replaces Fig. 2(a) by contact terms and 2(b) by the one-!
exchange potential.
Figure 3 shows applications of VMU, with the parameters

fixed above, to the shell evolution assuming a filling con-
figuration. Figure 3(a) depicts neutron SPEs around N ¼
20 for Z ¼ 8–20. Starting from SDPF-M SPEs at Z ¼ 8,
one sees the evolution of the N ¼ 20 gap, in a basically
consistent manner with other shell-model studies [12,15].
While the change is monotonic without the tensor force,
the tensor force produces a sharp widening from Z ¼ 8 to
14, and then stabilizes the gap towards Z ¼ 20. It is worth
mentioning that the normal SPEs arise at Z ¼ 20, whereas
at Z ¼ 8 the inversion between f7=2 and p3=2 occurs and
d3=2 is rather close to p3=2, leaving the major gap at N ¼
16. The central force lowers the neutron d3=2 SPE more
than the f7=2 SPE as protons occupy the sd shell due to
larger overlaps, yielding a wide N ¼ 20 gap at 40Ca. The
N ¼ 20 gap at Z# 14 is, however, largely due to the tensor
force, and becomes smaller if protons are excited to d3=2.
Figure 3(b) shows proton SPEs for the Z ¼ 28 core of

68–78Ni, by starting from empirical values [16] at N ¼ 40.
The SPE of p1=2 is not known empirically, and is placed
above p3=2 by the energy difference predicted by the
GXPF1A interaction. The orbit f5=2 crosses p3=2 at N ¼
45 consistently with a recent experiment [17], and the
f7=2 " f5=2 splitting is reduced by 2 MeV from N ¼ 40
to 50. For both, the tensor force plays crucial roles. This
lowering of f5=2 is seen in other shell-model results, while
the change is about a half of the present value [18].
Figure 3(c) shows neutron SPEs relative to d5=2 on top of

90Zr–100Sn, starting from empirical values at Z ¼ 40 ob-
tained by averaging with spectroscopic factors [19]. The
lowering of g7=2 is remarkable [20]. If there were no tensor-
force effects, g7=2 and h11=2 do not repel, ending up with
quite a different shell structure for 100Sn, making this
nucleus much softer. The closer spacing of g7=2 and d5=2
in 101Sn seems to be seen experimentally [21].
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FIG. 3 (color online). Single-particle energies calculated by VMU interaction. The dashed lines are obtained by the central force only,
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FIG. 2 (color online). Diagrams for the VMU interaction.
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tation energies is a Jahn-Teller effect, the SPEs are crucial
for collectivity too.

Figure 1(a) shows vm;j;j0 for isospin T ¼ 0 from the

GXPF1A interaction, the G-matrix interaction [5] and the
tensor force in the pf shell. The tensor force refers, in all
parts of Fig. 1, to the !þ " meson exchange force used in
[3]. The orbits (j, j0) are grouped as (f, f), (p, p), and
(f, p). In Fig. 1(a), we find two distinct kinks in the tensor-
force values for the (f, f) and the (p, p) groups, and the
same kinks appear also in the GXPF1A and the G-matrix
results. Note that each kink is a consequence of the general
rule suggested in [3]. The similarities are remarkable. To
shed more light on this, in Fig. 1(b) we subtract the tensor-
force contribution from the GXPF1A and the G-matrix
values. This results in almost flat curves. The (f, f) and
(p, p) cases show almost the same values, while the (f, p)
shows higher but still nearly flat values. This can be under-
stood in terms of radial integral of the central force: in the
former case the radial wave functions are the same between
j and j0, while they are different in the latter. The flatness
suggests a longer-range central force. In order to incorpo-
rate these features, we introduce a central Gaussian inter-
action as

Vc ¼
X

S;T

fS;TPS;T expð# ðr=#Þ2Þ; (3)

where SðTÞ means spin (isospin), P denotes the projection
operator onto the channels (S, T) with strength f, and r and
# are the internucleon distance and Gaussian parameter,
respectively. Figure 1(b) shows results obtained by f0;0 ¼
f1;0 ¼ #166 MeV and # ¼ 1:0 fm. The agreement with
GXPF1A is remarkable, considering the simplicity of the
model. Thus, we can describe the monopole component by
two simple terms: the tensor force generates ‘‘local’’ var-
iations, while the Gaussian central force produces a flat
‘‘global’’ contribution. It is worth mentioning that # ¼
1:0 fm is reasonable from the viewpoint of NN interaction,
and deviations from it, including the zero-range limit,
worsen the agreement.
Figure 1(c) shows vm’s for T ¼ 1. They are grouped for

pairs of j ¼ j0 and the rest. The former corresponds to the
standard BCS-type pairing cases. We first stress that the
basic scale is quite different between T ¼ 0 and 1: vm’s of
GXPF1A are in the range #2:5 to #1 MeV for T ¼ 0,
whereas for T ¼ 1 they are in the range #0:3 to
þ0:2 MeV. The sharp rise for j ¼ j0 ¼ p1=2 occurs in all
three interactions as a characteristic fingerprint of the
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FIG. 1 (color online). Monopole matrix elements of various forces for (a)–(d) pf and (e)–(h) sd shells. In (b),(d),(f),(h), the tensor-
force effect is subtracted from the others, and results from a Gaussian central force are shown.
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Central force -> modeled by gaussian 
Tensor force -> bare π＋ρ meson exchange 
widely used as effective int. for SM calc.

T. Otsuka et al., Phys. Rev. Lett. 104, 012501 (2010).
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http://www.nndc.bnl.gov/nudat2/reCenter.jsp?z=12&n=20

NuDat 2.6  Levels and Gammas Search
Ground and excited states (energy, T1/2,  
spin/parity, decay modes), gamma rays 
(energy, intensity, multipolarity, coinc.)

Nuclear Wallet Cards Search 
Latest Ground and isomeric
states properties

Decay Radiation Search
Radiation type, energy,
intensity and dose 
following nuclear decay

Search and plot nuclear structure
and decay data interactively. More.
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N=20
E(2+)~1 MeV on N=20 indicate breaking of major shell gap 
Unified treatment of beyond and below the N=20 gap is necessary 
And this is one of many examples….

shell gap

breaking of 
 shell gap
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We present the first application of the newly developed extended Kuo-Krenciglowa (EKK) theory of the
effective nucleon-nucleon interaction to shell-model studies of exotic nuclei, including those where conventional
approaches with fitted interactions encounter difficulties. This EKK theory enables us to derive an interaction that
is suitable for several major shells (sd + pf in this work). By using such an effective interaction obtained from
the Entem-Machleidt QCD-based χN3LO interaction and the Fujita-Miyazawa three-body force, the energies,
E2 properties, and spectroscopic factors of low-lying states of neutron-rich Ne, Mg, and Si isotopes are nicely
described, as the first shell-model description of the “island of inversion” without fit of the interaction. The
long-standing question as to how particle-hole excitations occur across the sd-pf magic gap is clarified with
distinct differences from the conventional approaches. The shell evolution is shown to appear similarly to earlier
studies.

DOI: 10.1103/PhysRevC.95.021304

Introduction. The nuclear shell model [1,2] provides a
unified and successful description of both stable and exotic
nuclei, as a many-body framework which can be related
directly to nuclear forces. Exotic nuclei are located far from
the β-stability line on the Segrè chart, exhibiting very short
life times, mainly due to an unbalanced ratio of proton (Z)
and neutron (N ) numbers. Exotic nuclei differ remarkably in
some other aspects from their stable counterparts, providing
us with new insights into understanding atomic nuclei and
nuclear forces [3–5]. As experimental data on exotic nuclei
are, in general, less abundant than data on stable nuclei,
theoretical calculations, interpretations, and predictions play
an ever increasing role.

Shell-model (SM) calculations handle the nuclear forces
in terms of two-body matrix elements (TBMEs). In the
early days, TBMEs were empirically determined in order to
reproduce certain observables. A well-known example is the
effective interaction for p-shell nuclei by Cohen and Kurath
[6]. A breakthrough toward more microscopically derived
TBMEs was achieved by Kuo and Brown for sd-shell nuclei
[7]. Although the basic features of the nucleon-nucleon (NN )
force for the SM calculation are included in these effective
interactions, empirical adjustments of TBMEs were needed in
order to reproduce various observables [8–10].

These effective interactions were all derived for a Hilbert
space represented by the degrees of freedom of one major
(oscillator) shell. As we move toward exotic nuclei, some
new features and phenomena arise. A notable example can
be the shell evolution due to nuclear forces between a proton
and a neutron in different shells [5,11,12]. This leads to

significant particle-hole excitations between two shells, for
example, in Z = 8–14 neutron-rich exotic nuclei [3–5,9,11–
17]. A microscopic understanding of many of these phenomena
requires the degrees of freedom of at least two major shells.

Deriving SM effective Hamiltonians is a challenge to
nuclear theory. Several attempts have been made recently in
this direction [18–24], while the issue of two major shells is
still unsettled.

The aim of this work is first to derive a SM interaction
for the model space consisting of the sd and pf shells based
on the so-called extended Kuo-Krenciglowa (EKK) method
[25–27]. Second, we apply this interaction to our studies of
exotic neutron-rich Ne, Mg, and Si isotopes. These are nuclei
in and around the so-called island of inversion [14], where the
degrees of freedom of sd and pf shells are essential. We thus
present, in this Rapid Communication, the first application
of the EKK method to actual cases. Three-nucleon forces
(3NFs) are also included since they play an important role
in reproducing basic nuclear properties [28–32].

Hamiltonian and model spaces. Many-body perturbation
theory (MBPT) has been the method of choice for deriving
effective interactions for the nuclear shell model; see for ex-
ample Refs. [33–37]. The conventional MBPTs, for instance,
the Kuo-Krenciglowa (KK) method [33–35], are constructed
for degenerate single-particle states in the model space, which
usually refers to one major shell [33–37]. The present model
space, however, includes all single-particle states of the sd and
the pf shells, labeled sdpf hereafter. This leads to possible
divergences when constructing an effective interaction with
conventional MBPTs due to the nondegeneracies of the

2469-9985/2017/95(2)/021304(6) 021304-1 ©2017 American Physical Society



Fujita-Miyazawa three-body force

Three-body force

Virtual excitation to the ∆(1232): lowest excited
state of the nucleons

exchange π meson two times

Renormalization of single particle

energies affected by the Pauli’s

exclusion principle in nuclear

medium

This effect is included automatically
if we consider exchange diagram
(Delta-hole diagram)

→ effective two-body force

→ we call this effective twobody force comes from ∆ hole diagram
FM-twobody force
we calculate the multipole of FM-twobody force in T = 1 channel

Introduction Effective interaction Tensor force Three body force Summary 26/ 32

Adding up effective 2N interaction derived from 3N 
interaction to EKK 2N effective interaction [1] 
This is one of the lowest order interaction from 3N force 
and for higher order we are working on…

Fujita-Miyazawa type 
3N interaction

Effective 
2N interaction

summation with hole state

[1] T. Otsuka, T. Suzuki, J. D. Holt, A. Schwenk, and Y. Akaishi, Phys. Rev. Lett. 105, 032501 (2010).
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3N interaction (Δ-hole interaction)
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main contribution of 3N
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3N interaction (momentum space integration)
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More modern and sophisticated choice of 3N

3N force from 
effective filed theory

Effective 2N force 
from 3N force

-> Vlowk + V3N as starting point of MBPT
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repulsive 3N force 
SPE fitted

SPE set (MeV) 
  d5/2   -5.7 
  s1/2   -3.0 
  d3/2    1.8

 f7/2    2.9 
 p3/2   3.6 
 p1/2   5.4 
 f5/2    5.4
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Island of inversion
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He
O

C

p-shell
sd-shell
pf-shell

psd-shell

sdpf-shell

• Around Ne and Mg region N=20 major gap disappears. (small 2+ energy for 
even-even nuclei, large deformation, etc…) 

• Ground state is consist of “inverse” configuration, i.e. intruder configuration 
• Can microscopic theory describe this disappearance of major magic number?

http://www.nndc.bnl.gov/nudat2/reCenter.jsp?z=12&n=20

NuDat 2.6  Levels and Gammas Search
Ground and excited states (energy, T1/2,  
spin/parity, decay modes), gamma rays 
(energy, intensity, multipolarity, coinc.)

Nuclear Wallet Cards Search 
Latest Ground and isomeric
states properties

Decay Radiation Search
Radiation type, energy,
intensity and dose 
following nuclear decay

Search and plot nuclear structure
and decay data interactively. More.

Color code Half-life Decay Mode Qβ- QEC Qβ+ Sn Sp Qα S2n S2p Q2β- Q2EC QECp Qβ-n
Qβ-2n BE/A (BE-LDM Fit)/A E1st ex. st. E2+ E3- E4+ E4+/E2+ β2 B(E2)42/B(E2)20 σ(n,γ) σ(n,F) 235U FY 239Pu FY 252Cf FY

Ground and isomeric state information for  32
12Mg

E(level) (MeV) Jπ Δ(MeV) T1/2 Decay Modes E2+ (keV)

0.0 0+ -0.9116 86 ms 5 β- : 100.00 %
β-n : 5.50 %

885.3 1

A list of levels and a level scheme are available
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N=20



Ground state energies and dripline
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Shell structure in “island of inversion”
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Effective charges 
(ep,en)=(1.25, 0.25)

Clear indication of 
breaking of N=20 gap for 
Ne and Mg.

N=20 gap remains in Si 
case.
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Evolution of single particle states
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Wave function of Mg isotopes
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Effective single particle energies
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Tensor force and 3N force
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31Mg
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(d) sdpf-U-mix (phenom.) 
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MBPT is the theory to construct the effective Hamiltonian 
starting from nuclear force. 

KK method or folded diagram method is introduced with 
formal theory and time-dependent perturbation theory 

EKK method is introduced to derive the effective interaction 
for the shell model which is applicable to multi-shell system. 

As an application of EKK method, the physics in the “island 
of inversion” is discussed in K-computer. 

EKK and 3N combination is the powerful tool to explore the 
wide area of the nuclear chart

 83

Summary and conclusion
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